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Abstract: This paper explores three related propositions for designing environmental observation systems: (1) Nonstationarity in environmental data series has the consequent impact of making observation network design itself a nonstationary, stochastic planning problem where the value of alternative observation strategies should be evaluated based on planners’ evolving conception of Pareto efficiency given new knowledge, technologies, and policies over long time-scales. (2) Real-world budgetary constraints within observation network design problems yield resource allocation conflicts across space, time, and competing foci that are equivalent in form to the multiobjective d-dimensional knapsack problem (MO-dKP). Consequently, the Pareto efficiency of observation networks can only be determined approximately for non-trivial problem instances. (3) Multiobjective hierarchical Bayesian optimization provides a very promising tool for identifying observation alternatives that are approximately Pareto efficient while simultaneously providing insights into the emergent dependencies of our decisions (both science and management oriented) on critical observations.
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1. INTRODUCTION

Our detection, prediction and management of critical environmental gradients is fundamentally dependent on our ability to design and manage observation networks. As noted by Reed et al. [2006], environmental change necessitates a shift from myopic, non-adaptive long-term observation strategies towards adaptive design frameworks that link our observations and predictions of evolving human—natural systems. Key to this challenge is properly posing and analyzing the question: what environmental observations are necessary to detect, predict, and manage the risks posed by environmental change? Although a more holistic assessment is justified, at present our national, regional, and local observation strategies are largely ad-hoc, non-adaptive, and generally disconnected from evolving water resources policy and management needs, a condition that has long been recognized [Davis et al., 1979; Langbein, 1979; Moss, 1979; United States Geological Survey, 1999].

Thirty years ago Marshall Moss [1979] eloquently acknowledged these challenges and framed the need for future observation network design strategies to use a “...more integrated measure of information...[that] results from a complex interaction of both the hydrologic knowledge and the procedures that are used to incorporate the knowledge into...decisions” (p. 1673). Moss’s recommendation represents a major departure from the more commonly employed statistical information measures [e.g., Shannon, 1948; Kiefer, 1959] by seeking to understand the value of observables for advancing knowledge while simultaneously characterizing their value to the procedures used to make decisions. This discussion paper draws on our recent research results to highlight three related challenges that must be considered when judging the value of observation systems as well as their gaps through their space, time, and management dimensions:
1. Nonstationarity in hydrologic systems has the consequent impact of making observation network design itself a nonstationary, stochastic planning problem where the value of alternative observation strategies should be evaluated based on planners’ evolving conception of Pareto efficiency given new knowledge, technologies, and policies over long time-scales.

2. Real-world budgetary constraints within observation network design problems yield resource allocation conflicts across space, time, and competing foci that are at least as challenging as the multiobjective d-dimensional knapsack problem (MO-dKP). Consequently, determining the Pareto efficiency of observation networks has a NP-Complete complexity (Nondeterministic Polynomial time-complete), which means that globally optimal tradeoffs cannot be attained with modern computers for non-trivial problem instances.

3. Multiobjective hierarchical Bayesian optimization represents a very promising tool for identifying observation alternatives that are approximately Pareto efficient while simultaneously providing insights into the emergent dependencies of our decisions (both science and management oriented) on critical observations. The remainder of this paper explores each of these challenges in more detail.

2. TRADEOFFS & NONSTATIONARITY IN AN INTEGRATED MEASURE

It is very difficult to estimate the value of observations in terms of their impacts for improving our understanding of the evolving risks and environmental services of water resources systems. We propose that Pareto efficiency provides a mechanism for discovering and understanding information worth tradeoffs across the broad range of incommensurate objectives that could be of interest for observation network design problems (minimize costs, minimize risk, maximize coverage, minimize uncertainty, etc). The performance of any potential monitoring alternative \( X_k \) must be evaluated in a manner that considers performance across the total component objectives that relate to investments, prediction goals, and management needs. Feasible solutions to the problem are evaluated in terms of their nondomination. Assuming minimization of all objectives: an observation alternative \( X_1 \) dominates \( X_2 \), if its objectives’ values are less than or equal to those of \( X_2 \) and there exists at least one objective where \( X_1 \) attains a lower objective value. This mathematical partitioning rule then serves to identify the feasible space of sampling alternatives that do not have their performance exceeded in all objectives [Pareto, 1896]. Figure 1 provides a two-objective illustration of the concepts of nondomination and Pareto efficient fronts. In the figure, assuming minimization of both cost and error, the goal is to attain the minimum level error for each level of cost. The shaded boxes designate the objective space dominated by solutions 1, 2, and 3 in the figure. The full set of nondominated solutions as plotted represent the Pareto efficient frontier (i.e., the optimal tradeoff between cost and error).

The Cost—Error Pareto front is classified as an a posteriori decision analysis tool, which means that decision makers are provided with an explicit representation (see Figure 1) of their design tradeoffs when seeking compromises between conflicting objectives. Although the water resources literature has largely focused on two-objective formulations, there is a growing body of literature that is advancing a more generalized “many-objective” version of planning and design using problem formulations with 3 or more objectives [Balling, 1999; Reed and Minsker, 2004; Bekele and Nicklow, 2005; Fleming et al., 2005; di Pierro, 2006; Kollat and Reed, 2007; Kollat et al., 2008; Zhang et al., 2008; Kasprzyk et al., In-Press; Hadka and Reed, In-Review]. Kollat et al. [2007] use an observation network example to demonstrate how many-objective search and interactive visualization provide a new a posteriori decision aid for discovering tradeoffs, decision interactions, and design consequences across a range of objectives. These issues link strongly to Moss’s [1979] proposal for an integrated information measure that links advances in our scientific knowledge to “…the procedures that are used to incorporate the knowledge…into
decision”. Assessing Pareto efficiency serves as a unifying decision analysis where decision makers can discover and visually explore tradeoffs in how investments in observations impact our knowledge and management objectives.

Figure 1. Illustration of the concepts of domination and Pareto efficiency assuming minimization of Cost and Error. Solutions 1, 2, and 3 dominate all of the solutions within their respective grey shaded regions in all objectives. The Pareto efficient frontier is the non-dominated solutions that attain the minimum level of Error at each Cost.

Using the concept of Pareto efficiency as an integrated information measure will require innovations in how we define many-objective network design problem formulations, advancements in promising new solution algorithms [e.g., see [Coello Coello et al., 2007]], and new decision analysis technologies incorporating interactive visual analytics [Russell et al., 1993; Keim et al., 2006; Kollat and Reed, 2007; Sanfilippo et al., 2009; Kasprzyk et al., In-Press]. Objectives and decisions are contextually driven by the needs within each management period and would be expected to evolve with new needs and problem insights. Broadly, this issue highlights that the mathematical spaces (or topologies) that define observation systems’ tradeoffs are in fact nonstationary and often highly uncertain. They are nonstationary in the sense that as designers make new discoveries, these discoveries feedback to new hypotheses which then motivate human-guided structural changes in mathematical formulations [e.g., see the de novo planning concepts of Zeleny, 2005]. Given the increasingly severe uncertainties, dependencies and decision tradeoffs for complex environmental systems, the many-objective Pareto efficiency information measure explicitly elucidates the consequences, compromises, and hypotheses that emerge with new information and knowledge.

3. COMPLEXITY OF MANY-OBJECTIVE INFORMATION MEASURE

Beyond the number of objective conflicts, sampling decisions also strongly influence the computational complexity of the environmental observation network design. The n-dimensional binary decisions $X_i \in \{0,1\}^n$ represents a lower bound in the complexity of the problem where yes/no decisions are made across space, time, and different environmental states (flow, water quality species, etc.). A linear increase in sampling decisions yields a $2^n$ exponential growth rate of the number of design alternatives. Other defensible formulations that include real-valued and/or integer decisions could have far more severe growth rates (e.g., factorial or potentially infinite). Our goal in analyzing the lower bound complexity of the problem is to demonstrate the strong computational challenge that environmental observation network design poses. When solving many-
objective formulations of network design problems, their overall problem difficulty will be
governed by maximally difficult sub-problem(s).

Consequently, we can build on known results from computational complexity theory to
show that the environmental observation network design problem is NP-complete
(Nondeterministic Polynomial time-complete). In brief, an NP-complete problem [for a
more formal discussion see Cook, 1971; Garey and Johnson, 1979] represents a severely
difficult problem that cannot be solved exactly using modern computers (i.e., deterministic
Turing machines) for instances that cannot be enumerated. Therefore non-trivial instances
can only be solved approximately and global optimality is not attainable for any algorithm.
The NP-complete computational complexity of network design can be surmised by
considering a simple accounting of cost objectives \( j_{\text{cost}}(A_{k-1}, X_k) \) used for the
constrained allocation of sampling investments between D system states. Equation (1)
provides a highly simplified D-objective constrained cost formulation which would be a
subset problem of a full formulation that could include prediction and/or management
objectives. Equation (1) is a simple representation of investment tradeoffs. Moreover,
equation (1) is identical to the multiobjective D-dimensional knapsack allocation problem
[Martello and Toth, 1990; Shah and Reed, In-Review].

\[
\text{Min } j_{\text{cost}} = \left[ j_{\text{cost}}^1(A_{k-1}, X_k), j_{\text{cost}}^2(A_{k-1}, X_k), \ldots, j_{\text{cost}}^D(A_{k-1}, X_k) \right]
\]

where

\[
j_{\text{cost}}^i(A_{k-1}, X_k) = \sum_{j=1}^{n} p_{ij} x_j, \quad \forall i \in [1, \ldots, D]
\]

Subject to:

\[
\sum_{j=1}^{n} p_{ij} x_j \leq c_{ik}, \forall i \in [1, \ldots, D]
\]

\[
X_k \in \{0,1\}^n
\]

Although more complex cost equations that incorporate the nonlinearities and complexities
that could be associated with a more economic-oriented formulation that accounts for the
time value of investment would be defensible, equation (1) provides arguably the simplest
meaningful accounting for cost as a simple linear summation of discrete costs \( p_{ij} \) for the \( j^{th} \)
sample of the \( i^{th} \) state. Taken as a whole, the objectives and constraints of equation (1)
represents the subset sum instance of the knapsack where capacity constraints’ weights
equal items’ respective profit coefficients, see [Martello and Toth, 1990; Pisinger, 2005;
Shah and Reed, In-Review].

Consequently, given that the knapsack problem is a classic NP-complete problem, equation
(1) implies that environmental observation design is an NP-complete problem class.
Returning to our proposal of using many-objective Pareto efficiency as an integrated
information measure, equation (1) implies that robust computational tools are needed to
attain high quality approximations to the optimal tradeoffs. Moreover, alternative instances
of the knapsack problem can be vastly more difficult than others when seeking high quality
approximate solutions. So the immediate concern for environmental observation network
design is answering the question, how hard is our instance of the knapsack?

The historical theoretical work for the knapsack provides insights into the difficulty of the
observation networks problem class. Prior studies [Martello and Toth, 1990; Pisinger,
2005] have clearly shown that a high degree of correlation or interdependence between the
knapsack problem’s binary decisions and/or constraints often dramatically increases the
difficulty of finding high quality approximate solutions. These findings represent a severe
concern for environmental network design because observation decisions across space-and-
time are fundamentally linked and interdependent due to hydrologic systems’ socio-
physical organization. Mathematically the concept of hierarchy provides a useful means of
capturing how a particular decision to observe at the current location and time influences
the impacts of observations at other times and locations. In simple terms, hierarchy may be
viewed as a series of probabilistic if-then-else observation rules across space-and-time. It remains an important challenge to discover and exploit these dependencies observation design frameworks.

4. DISCOVERING HIERARCHICAL DEPENDENCIES

The discovery of hierarchical if-then-else probabilistic rules for complex, adaptive systems has been a focus of the artificial intelligence field since its inception [Simon, 1968]. For environmental observation network problems, we add to this ambition the challenge posed by the NP-complete knapsack problem structure detailed in equation (1). While the socio-physical organization of environmental systems would be expected to engender interdependencies in observation decisions, computationally this knowledge is not present in traditional multiobjective optimization tools [for a detailed review see Coello Coello et al., 2007]. Recently, Pelikan and Goldberg [2003] introduced a new form of evolutionary optimization tool termed the Hierarchical Bayesian Optimization Algorithm (hBOA) to provide the capability to learn and exploit Bayesian network models of decision interdependencies while solving problems. The hBOA innovations are strongly relevant to the environmental observation network design problem’s limiting challenges. Pelikan [2002] demonstrates that the hBOA can attain sub-quadratic computational scaling for severely challenging hierarchically structured problems. In short, this means that the hBOA has reduced computational demands when solving increasingly larger problems with hierarchical dependencies. Moreover, Pelikan and Goldberg [2003] show that more traditional solution tools can have exponentially scaled computational complexities for hierarchically structured problems (i.e., they rapidly fail to attain high quality results unless they resort to enumeration).

At its original inception, the hBOA was a single objective probabilistic model building evolutionary algorithm [Pelikan, 2002; Pelikan et al., 2002]. Expanding the hBOA to address many-objective instances of equation (1), Kollat et al. [2008] introduced the Epsilon Dominance Hierarchical Bayesian Optimization Algorithm (ε-hBOA). The ε-hBOA represents a new type of multiobjective evolutionary algorithm where during evolution, the ε-hBOA selects high performing solutions and builds Bayesian network models of the underlying probabilistic dependencies of their decisions. After learning these dependencies, ε-hBOA uses them within its Bayesian network models to generate probabilistic hypotheses on what decision combinations would yield improved candidate solutions.

An important contribution of the ε-hBOA is that while solving many-objective problems, the algorithm is explicitly building a joint probabilistic density function (PDF) model of what makes observation decisions likely to be non-dominated with respect to many-objectives, simultaneously. The joint PDF provides the potential for discovering and visualizing the hierarchical dependency structure of environmental observation problems. Kollat et al. [2008] used a many-objective groundwater monitoring application to show that the ε-hBOA can dramatically enhance our approximate evaluation of Pareto efficiency for increasingly larger networks. Shah and Reed [In-Review] further showed that the ε-hBOA provides a robust approximation technique for many-objective knapsack instances with strong dependency structures.

Figure 2A provides a network visualization of some of the strongest hierarchical rules proposed by the ε-hBOA that are expected to be satisfied by greater than 98% of all of the non-dominated solutions for the test case. In reality, the algorithm provides a joint PDF model of rules for a full range of probabilities. In the ε-hBOA network illustration in Figure 2A, the numbered circles represent potential decisions for sampling one of the 25 available wells. Green designates wells that are sampled and red represents locations that are not sampled. In Figure 2A, the interior most circles represent the dependent variables in the rules subject to the decisions made in the outer circles. The order of hierarchy for each rule is defined by the number of independent decisions that influence the interior dependent sampling rules. For example, well 22 has a zeroth order hierarchy rule which indicates that it should be sampled by greater than 98-percent of non-dominated solutions independent of all other wells. Alternatively, the ε-hBOA proposes rules of up to the 7th order hierarchy.
for sampling well 2, which is striking given the simplicity of the test case. Note that well 2 has multiple rule instances which represent alternative independent decisions that would motivate that the location be sampled.

Figure 2. (A) The network graphic depicts examples of the hierarchical Bayesian rules proposed by the ε-hBOA when searching for Pareto efficient sampling strategies. The numbering and coloring corresponds to well identifications and sampling decisions (green—sampled, red—not sampled). The interior most green circles are the dependent sampling decisions. Excluding the interior dependent wells, the number of exterior wells in each rule defines its hierarchical order. All rules shown are proposed by the ε-hBOA to occur in greater than 98-percent of the solutions that compose the test case’s Pareto efficient front. (B) A spatial representation of the multi-point sampling wells in the test case’s domain with illustrations of three example rules.

Figure 2B provides a spatial visualization of three 1st order hierarchy rules highlighted in Figure 2A. The ε-hBOA’s proposed rules are sources of potential hypotheses on system behavior when you place them within the natural space-time contexts of environmental systems. Figure 2B provides contextual meaning for some of the rules discussed in Figure 2A. For example, wells 1 and 11 jointly sample the defining boundaries of the plume. Similarly, if well 18 is not sampled along the longitudinal axis of the plume, then the ε-hBOA’s rule proposes that well 20 should be, which makes intuitive since it is the next closest well near the mid-line of the PCE plume. Likewise, well 15 is a suggested substitute for well 14. Broadly, the network graphics in Figure 2 provide a classification of how sensitive non-dominated sampling strategies are to a range of interdependent sampling decisions. The rules provided by the ε-hBOA provide decision makers with a means of discerning which sampling decisions have broad impacts over the full plume (e.g., well 1 in the PCE source area) versus those that have more localized effects (well 22 on the edge of the domain). There are two important issues to note in Figure 2. First, although some of the simpler rules may seem intellectually trivial, they represent problem knowledge that traditional solution tools are incapable of capturing, thus enabling the ε-hBOA to deal with severely interdependent problems (a form of severe nonlinearity termed epistasis). Secondly, the more complex high order hierarchical rules in Figure 2A pose interesting hypotheses on the relationships and controls impacting how alternative sampling strategies
can attain near optimal tradeoffs between the test case’s four objectives. Figures 2 supports our contentions that the general environmental observation network design problem class represents difficult knapsack problems with hierarchical dependency structures.

5. CONCLUSION

Environmental change motivates the consideration of the data intensive metrics for the risks, resilience, and adaptability of water resources systems. It is important to recognize that ad hoc and myopic observation management policies for environmental observation systems may pose substantive risks to our ability to manage environmental change over long-time scales. They lack an integrated view of long-term economic costs, impacts on scientific predictive skill, and long-term risk management consequences. Understanding of the value of information within the evolving network-of-networks that characterize national monitoring efforts requires a more direct assessment of their evolving tradeoffs and dependencies, scalable improvements in observation network design methods, and holistic assessments of water resources risks.
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