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Without approximation the energy density in Poynting’s theorem for the generally dispersive and passive dielectric medium is demonstrated to be a system total dynamical energy density. Thus the density in Poynting’s theorem is a conserved form that by virtue of its positive definiteness prescribes important qualitative and quantitative features of the medium-field dynamics by rendering the system dynamically closed. This fully three-dimensional result, applicable to anisotropic and inhomogeneous media, is model independent, relying solely on the complex-analytic consequences of causality and passivity. As direct applications of this result, we show (1) that a causal medium responds to a virtual, “instantaneous” field spectrum, (2) that a causal, passive medium supports only a luminal front velocity, (3) that the spatial “center-of-mass” motion of the total dynamical energy is also always luminal and (4) that contrary to (3) the spatial center-of-mass speed of subsets of the total dynamical energy can be arbitrarily large. Thus we show that in passive media superluminal estimations of energy transport velocity for spatially extended pulses is inextricably associated with incomplete energy accounting.
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I. INTRODUCTION

Recently several groups have published the outcomes of experiments in which superluminal electromagnetic pulse propagation has been observed in various senses. These overages have varied from the moderate [1], to the extreme [2]. In most (but not all) of these recent works the authors have freely expressed the conservative sentiment that nothing particularly disturbing has occurred with respect to relativity. Indeed it is well known that all of the the predictions of the current classes of superluminal phenomenology have been inspired by classical theory, which is heavily circumscribed by the limitations of relativity. One of the purposes of the theoretical work presented here is to point out ways in which these conservative sentiments can be made precise.

To accomplish this, we address and clarify the central issue of energy transport in dissipative/dispersive dielectrics. (Here we limit to the passive case and address the active case elsewhere [3].) We make these clarifications by introducing a new theorem and an immediate corollary that address the phenomena of global energy flow in causal media. It is only in this global sense that the various authors have ventured to predict and, recently, to verify superluminal electromagnetic pulse propagation, the local sense having been authoritatively proscribed by the theorems of Sommerfeld and Brillouin [4] almost 85 years ago. (The global theory presented here also contains the main implication of the local Sommerfeld-Brillouin theory as an important corollary.)

In order to produce a notion of global energy transport that is unambiguous, we employ the method of moments or energy flow in causal media. It is only

...
front speed without the usual recourse to path integrals, as well as pointing out the crucial distinctions between the dynamic total energy density and the quantity \( \frac{1}{2} \mathbf{E} \cdot \mathbf{D} + \frac{1}{2} \mathbf{B} \cdot \mathbf{H} \), which is sometimes referred to [10]. In Sec. III we present the simple corollary to the theorem of Sec. II B that augments the local Sommerfeld-Brillouin theorems by showing that total energy transport is also globally luminal. Finally, in Sec. IV, and in contrast to the unsurprising results of Sec. III, we show that a certain subset of the total energy can have superluminal global transport properties.

II. POYNTING’S THEOREM AND CONSERVATION OF TOTAL DYNAMICAL ENERGY

A. Assumptions

We start with Maxwell’s equations for the four real macroscopic fields. These fields are the electric field \( \mathbf{E}(x,t) \), the electric displacement \( \mathbf{D}(x,t) \), the magnetic induction \( \mathbf{B}(x,t) \), and the magnetic field \( \mathbf{H}(x,t) \). \( x \) and \( t \) denote, respectively, the spatial and temporal coordinates. We currently exclude the possibility of macroscopic currents so that we are dealing with a true dielectric. The dynamical equations are then (in the Heaviside-Lorentz system of units)

\[
\frac{\partial}{\partial t} \mathbf{D}(t) - \varepsilon \nabla \times \mathbf{H}(t) = 0, \tag{1}
\]

\[
\frac{\partial}{\partial t} \mathbf{B}(t) + \varepsilon \nabla \times \mathbf{E}(t) = 0. \tag{2}
\]

Here and in much of the following we explicitly denote only the time coordinate since we assume only temporally nonlocal constitutive relations – i.e., we assume temporal but not spatial dispersion. We assume these relations are, nevertheless, local in the frequency domain (stationary in time) and also linear:

\[
\mathbf{D}(\omega) = \hat{\varepsilon}(\omega) \mathbf{E}(\omega), \tag{3}
\]

\[
\mathbf{B}(\omega) = \hat{\mu}(\omega) \mathbf{H}(\omega). \tag{4}
\]

\( \hat{\varepsilon} \) and \( \hat{\mu} \) are, respectively, the (electric) permittivity and (magnetic) permeability tensors. Since we currently exclude nonlinear effects, \( \hat{\varepsilon} \) and \( \hat{\mu} \) are tensors of rank 2, and since we can think of the fields as three-component column vectors, we can interpret these tensors as \( 3 \times 3 \) matrices. The right hand sides of Eqs. (3) and (4) are then interpreted in the sense of matrix multiplication.

Note that the permittivity and permeability tensors can also depend locally on the space coordinate \( x \),

\[
\hat{\varepsilon} = \hat{\varepsilon}(x,\omega), \tag{5}
\]

\[
\hat{\mu} = \hat{\mu}(x,\omega). \tag{6}
\]

We will suppress this dependence for the time being as it does not enter the calculations immediately, but we emphasize that this spatial dependence is important in the end to achieve finite and, hence, physical total energy.

With both the permittivity and permeability tensors non-trivial (i.e., not proportional to the identity) and depending (locally) on the spatial coordinate (as well as nonlocally on time), we are prepared to analyze inhomogeneous and anisotropic media with both electric and magnetic effects. The development of the total energy density in the following section can be greatly simplified leaving out anisotropy, but we include the more general derivation since interest has re-emerged recently in considering these effects [11,12].

As is obvious in these constitutive relations, we have adopted the common practice of using the same symbols to denote the fields as well as their temporal Fourier transforms, distinguishing the two sets only by explicit reference to either time \( t \) or frequency \( \omega \): for \( \mathbf{F}(t) \) any one of the original four fields, we define \( \mathbf{F}(\omega) \) via

\[
\mathbf{F}(\omega) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} dt \ e^{i\omega t} \mathbf{F}(t), \tag{7}
\]

and then note the inversion formula

\[
\mathbf{F}(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} d\omega \ e^{-i\omega t} \mathbf{F}(\omega). \tag{8}
\]

Since the original fields are real, the transforms manifest the symmetry \( \mathbf{F}^*(\omega) = \mathbf{F}(-\omega^*) \). Via Eqs. (3) and (4), we then see that the permittivity and permeability tensors possess the same symmetry: e.g., \( \hat{\varepsilon}^*(\omega) = \hat{\varepsilon}(-\omega^*) \). In the following, we refer to this symmetry as real symmetry.

In addition to assuming the validity of the macroscopic Maxwell’s equations, we limit the constitutive relations (3) and (4) to physically reasonable ones via the following three assumptions.

(a) Causality. \( \hat{\varepsilon}(\omega) - \hat{I} \) and \( \hat{\mu}(\omega) - \hat{I} \) are rapidly vanishing and analytic (termwise) in the upper-half complex \( \omega \) plane (\( \hat{I} \) is the identity tensor). This implies the Kramers-Kronig relations. Among these we will need that, for real \( \omega \),

\[
\text{Re}[\hat{\varepsilon}(\omega)] = \hat{I} + \frac{1}{\pi} \mathbf{P} \int_{-\infty}^{+\infty} d\omega' \ \text{Im}[\hat{\varepsilon}(\omega')] \frac{1}{\omega'-\omega}, \tag{9}
\]

\[
\text{Re}[\hat{\mu}(\omega)] = \hat{I} + \frac{1}{\pi} \mathbf{P} \int_{-\infty}^{+\infty} d\omega' \ \text{Im}[\hat{\mu}(\omega')] \frac{1}{\omega'-\omega}. \tag{10}
\]

Here the symbol \( \mathbf{P} \) refers to the operation of taking the Cauchy principal value.

(b) Kinetic symmetry. In the absence of a strong, external, static magnetic field, we have from near-equilibrium thermodynamic considerations [13] that

\[
\hat{\varepsilon}^T(\omega) = \hat{\varepsilon}(\omega), \tag{11}
\]

\[
\hat{\mu}^T(\omega) = \hat{\mu}(\omega). \tag{12}
\]

Here and in the following superscript \( T \) indicates the transpose.
(c) Passivity. We assume that the spectra \( \rho \) (i.e., the collection of eigenvalues) of the imaginary parts of \( \hat{\epsilon} \) and \( \hat{\mu} \) are positive for positive frequencies \( \omega \):
\[
\rho(\text{Im}[\hat{\epsilon}(\omega)]) > 0, \quad (13)
\]
\[
\rho(\text{Im}[\hat{\mu}(\omega)]) > 0. \quad (14)
\]
Note that this assumption of passivity combined with the kinetic symmetry assumption (b) shows that the imaginary parts of the spectra of \( \hat{\epsilon} \) and \( \hat{\mu} \) are also positive for positive frequencies (which property we call dissipation).

\((c')\) Dissipation.
\[
\text{Im}[\rho(\hat{\epsilon}(\omega))] > 0, \quad (15)
\]
\[
\text{Im}[\rho(\hat{\mu}(\omega))] > 0. \quad (16)
\]
At first \((c')\) might seem a more natural definition of passivity. (E.g., in a crystal the eigenvalues of \( \hat{\epsilon} \) give the permittivity in the direction prescribed by the corresponding eigenvectors. The imaginary parts of the eigenvalues then describe absorption.) However, we will eventually see that \((c)\) is the more useful assumption from the complex-analytic point of view. At any rate, in the case that these tensors encode the electromagnetic properties of a crystal or an isotropic medium, \((c)\) and \((c')\) are equivalent since the eigenvectors of these tensors can be taken to be real (e.g., the directions of the crystal’s principle axes). For a discussion of the relationship between what we have called dissipation and what we have called passivity see the Appendix.

Using real symmetry, we see that the imaginary parts of \( \hat{\epsilon} \) and \( \hat{\mu} \) are odd functions of real frequency \( \omega \). Consequently, according to the passivity property \((c)\) [Eqs. (13) and (14)], we have that for all real frequencies
\[
\rho(\omega \text{Im}[\hat{\epsilon}(\omega)]) > 0, \quad (17)
\]
\[
\rho(\omega \text{Im}[\hat{\mu}(\omega)]) > 0, \quad (18)
\]
with equality possibly holding only at \( \omega = 0 \). We use the fact that these two tensors are non-negative in order to factor them and thereby make their spectral properties obvious: there are tensor-valued functions \( \hat{\alpha}_E(\omega) \) and \( \hat{\alpha}_H(\omega) \) such that
\[
\omega \text{Im}[\hat{\epsilon}(\omega)] = \hat{\alpha}_E(\omega) \hat{\alpha}_E(\omega), \quad (19)
\]
\[
\omega \text{Im}[\hat{\mu}(\omega)] = \hat{\alpha}_H(\omega) \hat{\alpha}_H(\omega) \quad (20)
\]
for all real frequencies \( \omega \).

**B. Derivation of the total dynamical energy density in Poynting’s theorem**

Here we derive the version of Poynting’s theorem relevant to the general assumptions made in the preceding section. To our knowledge, this is the first time that this general case has been handled correctly. We begin in the usual way and dot the first of our Maxwell’s equations (1) into the electric field \( \mathbf{E}(t) \), and add to this the result of dotting the second Eq. (2) into the magnetic field \( \mathbf{H}(t) \),
\[
\mathbf{E}(t) \cdot \frac{\partial}{\partial t} \mathbf{D}(t) + \mathbf{H}(t) \cdot \frac{\partial}{\partial t} \mathbf{B}(t) + c \nabla \cdot \left[ \mathbf{E}(t) \times \mathbf{H}(t) \right] = 0. \quad (21)
\]
Here we have used the usual identity from vector calculus, namely that \( \mathbf{H}(t) \cdot \nabla \times \mathbf{E}(t) - \mathbf{E}(t) \cdot \nabla \times \mathbf{H}(t) = \nabla \cdot [\mathbf{E}(t) \times \mathbf{H}(t)] \).

The goal of this section is to express the first two terms in Eq. (21) as the time derivative of a positive definite quantity [quadratic in the electric and magnetic fields, \( \mathbf{E}(t) \) and \( \mathbf{H}(t) \)] under the assumptions made in the last section. We will identify this quantity as the total dynamical energy density, comprising recoverable and irreversible mechanical energies as well as the energy stored solely in the electromagnetic field. To achieve this goal we temporarily introduce the polarization \( \mathbf{P}(t) \) and magnetization \( \mathbf{M}(t) \). They are defined (in the Heaviside-Lorentz system of units [10]) via
\[
\mathbf{P}(t) := \mathbf{D}(t) - \mathbf{E}(t), \quad (22)
\]
\[
\mathbf{M}(t) := \mathbf{B}(t) - \mathbf{H}(t). \quad (23)
\]
Using these to eliminate \( \mathbf{D}(t) \) and \( \mathbf{B}(t) \) from Eq. (21), we obtain
\[
\frac{\partial}{\partial t} \left( \frac{1}{2} \| \mathbf{E}(t) \|^2 + \frac{1}{2} \| \mathbf{H}(t) \|^2 \right) + \mathbf{E}(t) \cdot \frac{\partial}{\partial t} \mathbf{P}(t) + \mathbf{H}(t) \cdot \frac{\partial}{\partial t} \mathbf{M}(t) \]
\[
+ c \nabla \cdot [\mathbf{E}(t) \times \mathbf{H}(t)] = 0. \quad (24)
\]
As the first term of this expression is manifestly the time derivative of a positive definite quadratic form in \( \mathbf{E}(t) \) and \( \mathbf{H}(t) \), we now need only to recognize the second and third terms in Eq. (24) as such. To that end we introduce and define the electric and magnetic susceptibility tensors \( \hat{\chi}_E(\omega) := \hat{\epsilon}(\omega) - \hat{\mu}(\omega) \) and \( \hat{\chi}_H(\omega) := \hat{\mu}(\omega) - \hat{\epsilon}(\omega) \). The transforms of the polarization and magnetization vectors, \( \mathbf{P}(\omega) \) and \( \mathbf{M}(\omega) \), can be expressed locally in terms of the transforms of the electric and magnetic fields via
\[
\mathbf{P}(\omega) = \hat{\chi}_E(\omega) \mathbf{E}(\omega), \quad (25)
\]
\[
\mathbf{M}(\omega) = \hat{\chi}_H(\omega) \mathbf{H}(\omega). \quad (26)
\]
Note that from their definitions, and from the relevant properties of the permittivity and permeability tensors [properties \((a)-(c)\)], the susceptibility tensors are analytic and rapidly vanishing in the upper half \( \omega \) plane, and also possess properties \((b)\) and \((c)\). They also demonstrate real symmetry: \( \hat{\chi}^*_E(\omega) = \hat{\chi}_E(\omega) \). (To avoid repetition, here and in the following \( F \) will stand for either \( E \) or \( H \). Also, owing to the symmetry between the two pairs (\( \mathbf{P}, \mathbf{E} \)) and (\( \mathbf{M}, \mathbf{H} \)), in the following we abbreviate by only presenting the derivation of the quadratic form associated with the polarization and electric field. In the end we present the results for both pairs.)
We next use Eq. (25) to eliminate explicit reference to the polarization vector in Eq. (24). To do this, we inverse Fourier transform (25) to obtain

\[ P(t) = \int_{-\infty}^{\infty} d\tau \hat{G}_E(t-\tau) E(\tau), \]  

(27)

where the convolution kernel \( \hat{G}_E(t) \) is defined in terms of the susceptibility via

\[ \hat{G}_E(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \ e^{-i\omega t} \chi_E(\omega). \]  

(28)

We need the time derivative of the polarization. Via Eq. (27), we see that this is obtained through the formula

\[ \frac{\partial}{\partial t} P(t) = \int_{-\infty}^{+\infty} d\tau \frac{\partial}{\partial t} \hat{G}_E(t-\tau) E(\tau). \]  

(29)

(Note: The rapid vanishing of the susceptibilities at large frequencies renders the kernels differentiable everywhere but at a single time where they are, fortunately, continuous. Thus the exchange of orders of the operations of integration and differentiation is justified.)

We now use the various properties of the susceptibilities to reduce Eq. (29) to an equivalent expression that can be used to directly demonstrate the conserved energy. The first (and usual) simplification is to note that the integral (28) can be evaluated explicitly for \( t < 0 \). We use Cauchy’s integral theorem with contours constructed from great semicircles in the upper-half \( \omega \) plane, closed along the real axis. Since the susceptibilities are analytic and rapidly vanish with increasing radius in the region enclosed by these contours, it is readily shown that for \( t < 0 \) the integration over the real interval defining the convolution kernel gives zero:

\[ \hat{G}_E(t) = 0; \quad t < 0. \]  

(30)

(\( \hat{0} \) indicates the zero matrix.) The formula expressing the time derivative of the polarization vector in terms of the electric field, Eq. (29), then reduces to integration up to time \( \tau = t \):

\[ \frac{\partial}{\partial t} P(t) = \int_{-\infty}^{t} d\tau \frac{\partial}{\partial t} \hat{G}_E(t-\tau) E(\tau). \]  

(31)

The previous formula involves the convolution kernel \( \hat{G}_E \), which is constructed from the susceptibility by Eq. (28). In particular, it appears from that construction that both the real and imaginary parts of the susceptibility are important. We now show that the convolution kernel can be constructed entirely from the imaginary part of the susceptibility which, in turn, will allow us to use passivity (c) to deduce certain important properties of this kernel. To that end, we note that in terms of a susceptibility, the Kramers-Kronig relations [causality (a)] can be expressed as

\[ \text{Re}[\hat{\chi}_F(\omega)] = \frac{1}{\pi} \int_{-\infty}^{+\infty} d\omega' \frac{\text{Im}[\hat{\chi}_F(\omega')]}{\omega' - \omega}. \]  

(32)

We can use these relationships between the real and imaginary parts of the susceptibilities to show that the in-phase and out-of-phase components of the electric and magnetic convolution kernels are not independent. These two components of the convolution kernels are defined in terms of the real and imaginary parts of the susceptibilities via

\[ \hat{G}_F^{\text{in}}(t) := \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \ e^{-i\omega t} \text{Re}[\hat{\chi}_F(\omega)], \]  

(33)

\[ \hat{G}_F^{\text{out}}(t) := \frac{i}{2\pi} \int_{-\infty}^{+\infty} d\omega \ e^{-i\omega t} \text{Im}[\hat{\chi}_F(\omega)]. \]  

(34)

Note that \( \hat{G}_F(t) = \hat{G}_F^{\text{in}}(t) + \hat{G}_F^{\text{out}}(t) \).

We now show that the in- and out-of-phase components of the convolution kernels are identical for positive argument, i.e., \( \hat{G}_F^{\text{in}}(t) = \hat{G}_F^{\text{out}}(t), \quad t > 0 \). To that end we rewrite Eq. (33) via Eq. (32) and obtain

\[ \hat{G}_F^{\text{in}}(t) := \frac{1}{2\pi} \int_{-\infty}^{+\infty} d\omega \ e^{-i\omega t} \left( \frac{1}{\pi} \int_{-\infty}^{+\infty} d\omega' \frac{\text{Im}[\hat{\chi}_F(\omega')]}{\omega' - \omega} \right). \]  

(35)

Exchanging the orders of the integrations \(^1\) (and simplifying), we obtain

\[ \hat{G}_F^{\text{in}}(t) = \frac{1}{2\pi^2} \int_{-\infty}^{+\infty} d\omega' \left( \text{P} \int_{-\infty}^{+\infty} d\omega \ e^{-i\omega t} \frac{\text{Im}[\hat{\chi}_F(\omega')]}{\omega' - \omega} \right). \]  

(36)

The inner integral can be evaluated via Cauchy’s theorem by use of a large semicircular contour that extends into the lower-half plane (for \( t > 0 \)) and that, for example, contains a small semicircular dimple excluding the pole at \( \omega = \omega' \). Alternatively, one can recognize the integral as a Hilbert transform and consult a table. Either way the result is that

\[ \text{P} \int_{-\infty}^{+\infty} d\omega' e^{-i\omega t} \frac{\text{Im}[\hat{\chi}_F(\omega')]}{\omega' - \omega} = i\pi e^{-i\omega't}, \quad t > 0. \]  

(37)

Using this result in Eq. (36) gives

\[ \hat{G}_F^{\text{in}}(t) = \frac{i}{2\pi} \int_{-\infty}^{+\infty} d\omega' e^{-i\omega't} \text{Im}[\hat{\chi}_F(\omega')] = \hat{G}_F^{\text{out}}(t), \quad t > 0, \]  

(38)

according to definition (34).

Our formula allowing us to eliminate the polarization (31) can now be expressed as

\(^1\)A rigorous exchange can be made by writing the Cauchy principal value operation as a limit and by restricting the fields to certain physically reasonable function spaces. Similar statements apply to much of what follows.
\[
\frac{\partial}{\partial t} \mathbf{P}(t) = 2 \int_{-\infty}^{t} d\tau \frac{\partial}{\partial \tau} \mathbf{E}_{\omega}(t-\tau) \mathbf{E}(\tau). \tag{39}
\]

The advantage of this expression over Eq. (31) is that the auxiliary field is now related to the electric field only through the imaginary part of the susceptibility, about which we have the restrictions of passivity (c). (Recall that we have no direct restriction on the real part of this tensor.)

We are trying to re-express the term \( \mathbf{E}(t) \cdot (\partial / \partial t) \mathbf{P}(t) \) in (24) so as to recognize it as the derivative of a positive definite quadratic form in the electric field \( \mathbf{E}(t) \). For uniformity of notation between dot products and matrix/tensor products, we will denote this scalar product by juxtaposition of ad- joints,

\[
\mathbf{E}(t) \cdot \frac{\partial}{\partial t} \mathbf{P}(t) = \mathbf{E}^\dagger(t) \frac{\partial}{\partial t} \mathbf{P}(t) = \left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t). \tag{40}
\]

In passing from the second to the third expression we have used that the fields are real.

Using the third form of the expression in Eq. (40) and Eq. (39) to eliminate the auxiliary field \( \mathbf{P} \), as well as definition (34) to eliminate the out-of-phase component of the convolution kernel, we find that the dot product can be expressed in terms of only the electric field and the imaginary part of the susceptibility. The formula is

\[
\left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t) = \frac{1}{\pi} \int_{-\infty}^{t} d\tau \int_{-\infty}^{\infty} d\omega \\
\times e^{-i\omega(t-\tau)} \omega \text{Im}[\mathbf{\hat{E}}(\omega)] \mathbf{\hat{E}}(\tau) \mathbf{E}(t). \tag{41}
\]

We now remember that, from passivity (c) and real symmetry, \( \omega \text{Im}[\mathbf{\hat{E}}(\omega)] \) is a non-negative tensor for all real frequencies [Eq. (19)] and so can be factored,

\[
\left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t) = \frac{1}{\pi} \int_{-\infty}^{t} d\tau \int_{-\infty}^{\infty} d\omega \\
\times e^{-i\omega(t-\tau)} \mathbf{\hat{E}}(\omega) \mathbf{\hat{E}}(\tau) \mathbf{E}(t). \tag{42}
\]

Interchanging the orders of integration and rearranging terms in a more symmetric fashion, we get the suggestive form

\[
\left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \left[ \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{\hat{E}}(\omega) \mathbf{E}(\tau) \right]^\dagger \\
\times e^{i\omega t} \mathbf{\hat{E}}(\omega) \mathbf{E}(t), \tag{43}
\]

which is immediately recognized as a sum of the Hermitian products of various vectors with their derivatives:

\[
\left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t) = \frac{1}{\pi} \int_{-\infty}^{\infty} d\omega \left[ \mathbf{\hat{E}}(\omega) \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{E}(\tau) \right]^\dagger \\
\times \frac{\partial}{\partial t} \mathbf{\hat{E}}(\omega) \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{E}(\tau). \tag{44}
\]

This expression would be an obvious perfect derivative if the vectors that are multiplied were not complex conjugates. However, while the individual terms in the frequency integrand are complex, the integration clearly gives a real result. Thus the integrand can be re-expressed in terms of only its real part. We write this as

\[
\left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left[ \mathbf{\hat{E}}(\omega) \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{E}(\tau) \right]^\dagger \\
\times \frac{\partial}{\partial t} \mathbf{\hat{E}}(\omega) \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{E}(\tau) + c.c. \right]. \tag{45}
\]

Here c.c. denotes the complex conjugate.

This object is now clearly a perfect time derivative to which the product rule has been applied, and so can be re-written as

\[
\left[ \frac{\partial}{\partial t} \mathbf{P}(t) \right]^\dagger \mathbf{E}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left[ \mathbf{\hat{E}}(\omega) \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{E}(\tau) \right]^\dagger \\
\times \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{E}(\tau). \tag{46}
\]

(Here the norm symbol \( \lVert \cdot \rVert \) indicates that one takes the length of its argument as a complex 3 vector.) This expression is manifestly the time derivative of a positive definite quadratic form in the electric field, albeit nonlocal in time. Repeating the above steps for the pair \((\mathbf{M}, \mathbf{H})\) we get an analogous formula,

\[
\left[ \frac{\partial}{\partial t} \mathbf{M}(t) \right]^\dagger \mathbf{H}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \left[ \mathbf{\hat{M}}(\omega) \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{H}(\tau) \right]^\dagger \\
\times \int_{-\infty}^{t} d\tau e^{i\omega \tau} \mathbf{H}(\tau). \tag{47}
\]

We can now express the dispersive, dissipative version of Poynting’s theorem (in the absence of macroscopic currents). Emphasizing the spatial dependencies heretofore suppressed, this conservation law is

\[
\frac{\partial u(x,t)}{\partial t} + c \nabla \cdot \mathbf{S}(x,t) = 0, \tag{48}
\]

where the energy flux \( \mathbf{S}(x,t) \) is the usual Poynting vector,

\[
\mathbf{S}(x,t) = \mathbf{E}(x,t) \times \mathbf{H}(x,t). \tag{49}
\]

The total energy density \( u(x,t) \) is now somewhat more complicated than in the usual case,
\[
\begin{align*}
u(x,t) &= \frac{1}{2} \| E(x,t) \|^2 + \| H(x,t) \|^2 \\
&+ \int_{-\infty}^{+\infty} d\omega \left[ \left\| \hat{\alpha}_E(x,\omega) \right\|^2 + \left\| \hat{\alpha}_H(x,\omega) \right\|^2 \right] \\
&+ \int_{-\infty}^{+\infty} d\omega e^{i\omega t} \left[ \int_{-\infty}^{t} d\tau \hat{E}(x,\tau) \right]^2
\end{align*}
\]

Here we remind the reader that over real frequencies the \( \hat{\alpha} \) tensors are related to the susceptibilities and hence permittivity and permeability as follows:

\[
\begin{align*}
\hat{\alpha}_E^\dagger(x,\omega) \hat{\alpha}_E(x,\omega) &= \omega \text{Im} \left[ \hat{\chi}_E(x,\omega) \right] = \omega \text{Im} \left[ \hat{\epsilon}(x,\omega) - \hat{I} \right] \\
&= \omega \text{Im} \left[ \hat{\epsilon}(x,\omega) \right], \\
\hat{\alpha}_H^\dagger(x,\omega) \hat{\alpha}_H(x,\omega) &= \omega \text{Im} \left[ \hat{\chi}_H(x,\omega) \right] = \omega \text{Im} \left[ \hat{\mu}(x,\omega) - \hat{I} \right] \\
&= \omega \text{Im} \left[ \hat{\mu}(x,\omega) \right].
\end{align*}
\]

These last two formulas should also remind the reader that what is required in Eq. (50) is the imaginary parts of the spatially varying permittivity and permeability. Thus if, as in [14], composite media are considered, long range \textquoteleft\textquoteleft effective\textquoteright\ constitutive relations cannot be used to obtain Eq. (50), but rather recourse to the original, spatially resolved relations must be made. It is only the latter that are guaranteed to satisfy all the requirements of causality. In particular the effective constitutive parameters mentioned in Ref. [14] do not satisfy the high frequency asymptotics of causality (a) ensuring luminal front velocity. This does not mean that the composite media in such constructions are not causal (physically impossible), but only that for the effective constitutive relations are approximate, applying only for the low frequencies associated with the long range spatial averaging that give rise to such formulas (see also [15]).

We note that the expression for the \textit{current} total dynamical energy density \( u(x,t) \) Eq. (50) contains the classical expression for the (heat) energy \textit{eventually} dissipated to the medium. Due to propagation, we expect the fields to eventually vanish at any given position \( x \) as time \( t \to \pm \infty \). Thus via Eq. (50) we expect the density of energy \textquoteright\textquoteright left behind" (as \( t \to +\infty \)) at any given position to be obtained only via the third, temporally nonlocal term,

\[
\begin{align*}
u(x, +\infty) &= \int_{-\infty}^{+\infty} d\omega \omega [E^\dagger(x,\omega) \text{Im} \left[ \hat{\epsilon}(x,\omega) \right] E(x,\omega) \\
&+ H^\dagger(x,\omega) \text{Im} \left[ \hat{\mu}(x,\omega) \right] H(x,\omega) ].
\end{align*}
\]

This formula is the well known classical expression for the energy \textit{eventually} dissipated to the medium [14].

C. Discussion of the total dynamical energy density

Definition (50) demonstrates that the density represented by \( u \) in the conservation law Eq. (48) is a positive definite quadratic form in the fields. The positivity property is important to establish if \( u \) is to be interpreted as a meaningful \textit{dynamical} energy density that not only has the units of energy but can also prescribe the qualitative features of system dynamics. Such features include the boundedness (as well as existence and uniqueness) of solutions for all time, the asymptotic state of the solutions, and, since our dynamical equations (1) and (2) constitute a system of wave equations, the \textquoteleft\textquoteleft domain of dependence\textquoteright\ of solutions, i.e., the classical Sommerfeld-Brillouin result of vanishing of the fields outside the light cone of compactly supported initial data [4].

In another publication [3] we discuss in greater detail how the structure of dynamical energy density (50) suggests a mechanism for the Garrett and McCumber [6] and Chiao effects [7]. For now we limit our discussion to demonstrating that a causal medium responds to virtual frequencies and to giving a very geometric proof of the property of luminal front velocity. In addition, we discuss the connection between the dynamical energy density (50) and an approximate expression often employed.

1. The medium responds to a virtual, instantaneous spectrum

The form of Eq. (50) can be used to explain the phenomena by which the leading portion of an electromagnetic pulse exchanges energy with the causal medium differently than the trailing portion [3]. To see that this is possible, rewrite Eq. (50) as

\[
\begin{align*}
u(x,t) &= \frac{1}{2} \| E(x,t) \|^2 + \frac{1}{2} \| H(x,t) \|^2 \\
&+ \int_{-\infty}^{+\infty} d\omega \omega [E^\dagger(x,\omega) \text{Im} \left[ \hat{\epsilon}(x,\omega) \right] E(x,\omega,t) \\
&+ H^\dagger(x,\omega) \text{Im} \left[ \hat{\mu}(x,\omega) \right] H(x,\omega,t)],
\end{align*}
\]

where the \textit{instantaneous spectrum at time} \( t, F(x,\omega;t) \), (F=E or H) is defined by

\[
F(x,\omega;t) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{t} d\tau e^{i\omega \tau} F(x,\tau).
\]

The instantaneous spectrum \( F(x,\omega;t) \) is just the spectrum of a modified version of the \textit{\textquoteleft\textquoteleft signal\textquoteright\} \( F(x,\tau) \) truncated or \textit{\textquoteleft\textquoteleft turned off\textquoteright\} at time \( \tau=t \),

\[
\begin{align*}
F(x,\tau) &; \quad -\infty < \tau < t \\
0 &; \quad t < \tau < +\infty.
\end{align*}
\]

[Note that in the limit \( t \to \infty \), the instantaneous spectrum is simply the Fourier transform of \( F(x,\tau) \) as per Eq. (7).]

That the energy density in a physical system must depend on the fields this way is made clear by causality: the energy at a given time \( t \) cannot depend on future values of the fields producing it. It is also clear that the instantaneous spectra can be much broader at certain finite times than at its asymptotic \( (t \to \infty) \) value. In particular it can be shown to be broadest at a given position \( x \) when the signal achieves its peak value there—i.e., when truncation produces the greatest disconti-
nuity in the truncated signal (56). In this sense, we may say that the medium responds dynamically to “virtual” frequencies, i.e., to frequencies that would be produced if the signal were suddenly turned off. It is as if the causal medium must be prepared for this possibility and responds accordingly.

The instantaneous spectra contribute in Eq. (54) to the total energy density of the medium-field system through summation over all frequency contributions. Of course, the imaginary parts of the permittivity and permeability are also present in the integrand giving the energy density stored in the medium. The energy reactively stored in the dissipative medium is greatest, then, when the instantaneous spectrum produces the most overlap with the medium resonances, which resonances are given by peaks in the imaginary parts of (the eigenvalues of) the permittivity \( \hat{\varepsilon} \) and permeability \( \hat{\mu} \). Depending on the detuning of the incident radiation from these resonances (i.e., depending on the asymptotic \( t \to \infty \) value taken on by its instantaneous spectrum) this time of greatest energy storage can be before or after the peak of the propagating components of the pulse (which are given solely by the fields \( \mathbf{E} \) and \( \mathbf{H} \)) have arrived at a specific position \( \mathbf{x} \). This “temporal” disparity of energy storage in the medium (and subsequent retrieval from the medium) caused by the medium’s response to virtual frequencies then leads to spatial redistribution of the field energy, giving rise to a (potentially anomalous) global energy transport mechanism.

It can be shown, though, that when this spatial redistribution of energy makes the pulse appear to move superluminally the redistribution does not constitute a signal in the direction of energy transport. Rather the redistribution is due to a change in the form of the energy—a change from medium to field energy, for example. Thus no matter how fast the pulse may appear to move in a global sense (e.g., in the sense of center of mass), the associated signal velocities are always luminal [3,9]. In this sense, the anomalous speeds apparently produced by these spatial redistributions are completely analogous to the phenomena in which two detectors can be made to “click” simultaneously regardless of their separation simply by irradiating them simultaneously with the same source. The clicking of the two detectors in this example does not, of course, constitute superluminal communication between those detectors, rather it merely constitutes instantaneous luminal communication between the source and the detectors.

2. A dynamical energy density implies a maximum front speed

In this section we show by looking at energy flow that the support of fields satisfying the Maxwell equations (1) and (2), with constitutive relations (3) and (4) prescribed by assumptions (a)–(c), can expand or contract no faster than \( c \). The velocity of the support is called the front velocity. We begin by assuming that the total dynamical energy density \( u \) as given by Eq. (50) is zero in some spherical region of space at a time \( t_i \). We then demonstrate that this initial condition guarantees that \( u \) is also zero on the space-time “cone” of slope \( c \) with this initial sphere as its base (see Fig. 1). In other words, no energy (and hence no signal) can enter the initial sphere with a speed greater than \( c \). (For a relevant similar derivation see [16].)

![FIG. 1. The space-time “cone” of a spherical region of space that is initially free of energy. Three-dimensional space is represented by the horizontal dimensions and time proceeds vertically.](image)

Given some final time \( t_{\text{apex}} \), we prescribe an initial time \( t_i(t_i \leq t_{\text{apex}}) \) at which \( u \) vanishes inside an \( x \) ball of radius \( c(t_{\text{apex}}-t_i) \) centered at position \( x_{\text{apex}} \):

\[
u(x,t_i)=0, \quad x \in B(x_{\text{apex}},c(t_{\text{apex}}-t_i)). \tag{57}\]

Here the notation is defined by

\[
B(x_0,r_0):=\{x||x-x_0|| \leq r_0\}. \tag{58}\]

[Note that in Fig. 1 the coordinates of the cone’s apex are \( (x_{\text{apex}},t_{\text{apex}}) \).] Given this initial state, we can now show that the energy density \( u \), and thus the fields, vanish in the cone depicted in Fig. 1, i.e., in the forward light cone defined by

\[
\mathcal{V}(x_{\text{apex}},t_{\text{apex}}):=\{(x,t)||x-x_{\text{apex}}|| \leq c(t_{\text{apex}}-t),t_i \leq t \leq t_{\text{apex}}\}, \tag{59}\]

thereby establishing luminal front velocity.

To this end consider the energy in the various \( x \) balls comprising the cone, one for each time \( t \) in the cone. Let \( \mathcal{E}_i(t) \) denote these energies and note they are defined by

\[
\mathcal{E}_i(t):=\int_{B(x_{\text{apex}},c(t_{\text{apex}}-t))} u(x,t)d^3x; \quad t_i \leq t \leq t_{\text{apex}}. \tag{60}\]

Note also that since \( u \) is positive definite, \( \mathcal{E}_i(t) \) is always non-negative,

\[
\mathcal{E}_i(t) \geq 0. \tag{61}\]

Now from Eq. (57) we learn that \( \mathcal{E}_i(t) \) has the initial data

\[
\mathcal{E}_i(t_i)=0. \tag{62}\]

We now show that \( \mathcal{E}_i(t) \) does not differ from this initial value for as long as it is defined, i.e., for all time \( t \) in \([t_i,t_{\text{apex}}]\). Differentiating \( \mathcal{E}_i(t) \) [using Eq. (60)] we get
The boundary term (the second integral) appears since the dimensions of the ball depend on time \( t \). The \(-c\) multiplying the boundary term appears since the ball’s radius decreases in size as time proceeds forward, and does so at the rate \( c \).

The boundary \( \partial B(x_{\text{apex}}, c(t_{\text{apex}} - t)) \) is the surface of the ball embedded at time \( t \) (dimension 2).

Using the conservation law (48) to eliminate \( u(x,t) \) in the first integral, and then using the divergence theorem to exchange the volume integral for a surface integral, one gets that \( \mathcal{E}_s(t) \) is determined by the values of certain quantities only on the ball’s boundary,

\[
\mathcal{E}_s(t) = -c \int_{\partial B(x_{\text{apex}}, c(t_{\text{apex}} - t))} \left[ S(x,t) \cdot \mathbf{n}(x) + u(x,t) \right] d^2x; \quad t \leq t \leq t_{\text{apex}}.
\]

(64)

Here \( \mathbf{n}(x) \) is the outward unit normal to the boundary of the ball at position \( x \in \partial B(x_{\text{apex}}, c(t_{\text{apex}} - t)) \). In Sec. III we show that \( |u(x,t)| \geq |S(x,t)| \). Since \( u \) is positive definite, this establishes the more useful fact that

\[
u(x,t) = |u(x,t)| \geq |S(x,t)| \geq |S(x,t) \cdot \mathbf{n}(x)| = -S(x,t) \cdot \mathbf{n}(x),
\]

i.e.,

\[
S(x,t) \cdot \mathbf{n}(x) + u(x,t) \geq 0.
\]

(65)

Thus the integrand in Eq. (64) is non-negative and so the energy does not increase,

\[
\dot{\mathcal{E}}_s(t) \leq 0; \quad t \leq t \leq t_{\text{apex}}.
\]

(67)

Equation (67) together with the initial data (62) demands that

\[
\mathcal{E}_s(t) = \mathcal{E}_s(t_i) = 0; \quad t_i \leq t \leq t_{\text{apex}},
\]

(68)

which contradicts the non-negativity of \( \mathcal{E}_s(t) \) Eq. (61) unless

\[
\mathcal{E}_s(t) = \mathcal{E}_s(t_i) = 0; \quad t_i \leq t \leq t_{\text{apex}}.
\]

(69)

Since \( u \) is positive definite in the fields \( E(x,t) \) and \( H(x,t) \), \( \mathcal{E}_s(t) \) vanishes for time in the indicated interval only if those fields vanish in the cone \( V(x_{\text{apex}}, t_{\text{apex}}) \). This together with the causal relationship of the other two fields to these fields then demands that all four fields vanish in the cone, thereby establishing luminal front velocity.

3. The relationship between the dynamical energy and the traditional approximate kinematic energy

From definition (50) it is clear that the dynamical energy density differs from the approximate energy density,

\[ u_{\text{approx}}(x,t) := \frac{1}{2} E(x,t) \cdot D(x,t) + \frac{1}{2} B(x,t) \cdot H(x,t). \]

(70)

Some texts on classical electrodynamics originally identified Eq. (70) as the total energy density, i.e., as the object conserved in Poynting’s theorem (48). Subsequent editions have clarified that the quantity (70) is valid only for the time average of a single frequency. However, they have not demonstrated that the correct object to be considered is a dynamical total energy density (i.e., a positive definite form indicating the closed nature of the dynamics).

To make a comparison with Eq. (50), we eliminate \( D(x,t) \) and \( B(x,t) \) from the expression by way of Eq. (22), (39) (without the time derivatives), and (34) (and the “magnetic” analogs of these relations). Writing the result as closely as possible to the form of Eq. (50), we get

\[
u_{\text{approx}}(x,t) = \frac{1}{2} |E(x,t)|^2 + \frac{1}{2} |H(x,t)|^2 + \frac{i}{4 \pi} \int_\omega d \omega \left[ E^\dagger(x,\omega) e^{-i\omega t} \hat{\alpha}_E^\dagger(x,\omega) \hat{\alpha}_E(x,\omega) \right] \]

\[ \times \int_\tau^t d \tau e^{i\omega \tau} E(x,\tau) \]

\[ + \frac{i}{4 \pi} \int_\omega d \omega \left[ H^\dagger(x,\omega) e^{-i\omega t} \hat{\alpha}_H^\dagger(x,\omega) \hat{\alpha}_H(x,\omega) \right] \]

\[ \times \int_\tau^t d \tau e^{i\omega \tau} H(x,\tau) + \text{c.c.} \]

(71)

Clearly densities (50) and (71) constitute different quadratic forms in the fields. In particular, whereas the dynamical total energy density (50) is manifestly positive definite for any field history, the approximate total energy density (71) can be shown to alternate sign for certain physically relevant examples.

To illustrate this effect, we here consider the simple case of monochromatic electric fields given by

\[ E(x,t) = E_0(x) e^{-i\Omega t} + \text{c.c.} \]

(72)

(In this example we examine only the electric contribution.) Also, it is useful to recall the distributional identities

\[ e^{-i(\omega - \omega') t} \int_{-\infty}^t d \tau e^{i(\omega - \omega') \tau} = \lim_{\epsilon \rightarrow 0} \frac{1}{\epsilon + i(\omega - \omega')} \]

\[ = \pi \delta(\omega - \omega') - i P \left( \frac{1}{\omega - \omega'} \right). \]

(73)
Here \( P[1/(\omega - \omega')] \) indicates the Cauchy Principal value distribution centered at \( \omega = \omega' \), and \( \delta(\omega - \omega') \) indicates the Dirac \( \delta \) function (distribution) also centered at \( \omega = \omega' \). Inserting the fields (72) into (71), using the relevant versions of the distributional identities (73), and finally the Kramers-Kronig relations (32) in reverse, we get (simplifying to the isotropic case)

\[
 u_{approx}(\mathbf{x}, \Omega) = \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})}{2} e^{-2i\Omega t} \hat{e}(\Omega) + \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})^*}{2} e^{2i\Omega t} \hat{e}(\Omega).
\]

We investigate the two extreme values of Eq. (74) (at each point \( \mathbf{x} \)) by limiting Eq. (74) to the set of times at which the kinematic density is stationary. At those times (denoted \( \tilde{t} \)) we find that

\[
 \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})}{2} e^{2i\Omega t} \hat{e}(\Omega) = \frac{\mathbf{E}_0^T(\mathbf{x}) \mathbf{E}_0(\mathbf{x})}{2} e^{-2i\Omega t} \hat{e}(\Omega).
\]

Note that both of these quantities are real at those times. The extreme values of the density (74) are then

\[
 u_{approx}(\mathbf{x}, \tilde{t}) = \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})}{2} \text{Re}[\hat{e}(\Omega)] + \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})^*}{2} e^{-2i\Omega t} \hat{e}(\Omega). \quad (76)
\]

Using the fact that the second quantity in Eq. (76) is real at these times, we realize that

\[
 e^{-2i\Omega t} = \pm \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})^* \hat{e}(\Omega)}{\mathbf{E}_0^T(\mathbf{x}) \mathbf{E}_0(\mathbf{x}) \hat{e}(\Omega)}.
\]

in which case (76) becomes (after simplification)

\[
 u_{approx}(\mathbf{x}, \tilde{t}) = \frac{\mathbf{E}_0(\mathbf{x}) \mathbf{E}_0(\mathbf{x})}{2} \text{Re}[\hat{e}(\Omega)] \pm |\hat{e}(\Omega)|. \quad (78)
\]

In Eq. (78) it is now clear that the approximate density does not have definite sign so long as \( \text{Im}[\hat{e}(\Omega)] \) is not zero.

Note that in the limit of static fields, however, the dynamical and approximate results agree: Using real symmetry, whereby \( \text{Im}[\hat{e}(\Omega)] \) goes to zero when \( \Omega \) does, we see that Eq. (74) becomes (after some simplification)

\[
 u_{approx}(\mathbf{x}, \Omega) = \frac{\text{Re}[\hat{e}(0)]}{2} \mathbf{E}_0(\mathbf{x}) + \mathbf{E}_0^\ast(\mathbf{x})}^2 = \frac{\hat{e}(0)}{2} \mathbf{E}(\mathbf{x}, \Omega)^2. \quad (79)
\]

as expected. Using identities (73) the dynamical energy density (50) becomes, for the fields given in Eq. (72) at \( \Omega = 0 \),

\[
 u(\mathbf{x}, \Omega) = \frac{1}{2} \mathbf{E}_0(\mathbf{x}) + \mathbf{E}_0^\ast(\mathbf{x})}^2 \left( 1 + \frac{1}{\pi} \int_{-\infty}^{+\infty} \text{Im}[\hat{e}(\Omega)] \right)
\]

\[
 = \frac{1}{2} \mathbf{E}_0(\mathbf{x}) + \mathbf{E}_0^\ast(\mathbf{x})}^2 \text{Re}[\hat{e}(0)]
\]

\[
 = \frac{\hat{e}(0)}{2} \mathbf{E}(\mathbf{x}, \Omega)^2, \quad (80)
\]

the second equality following from Kramers-Kronig for this isotropic case.

### III. Global Energy Transport Velocity

In previous work, we investigated a certain ‘‘temporal center-of-mass’’ of an electromagnetic pulse [5]. We found, among other things, that this formalism provided a framework wherein the classical notion of group velocity was meaningful even for broadband pulses. The following represents the spatial analog of that work. As is evidenced by the weight of recent works on superluminal electromagnetic phenomena (for a ‘‘small’’ sampling see [17]), this issue of the nature of global energy transport that we and others have addressed is clearly not the local one addressed by the (otherwise very satisfying) classical Sommerfeld-Brillouin result. Nevertheless, in the following one will see that, in contrast to the ‘‘temporally oriented’’ view of the properties of global total energy transport reported in [5], the ‘‘spatially oriented’’ view is very much a generalization of Sommerfeld and Brillouin’s local result.

We begin by defining the position of the total dynamical energy as the normalized, first spatial moment of the total dynamical energy density,

\[
 x_n(t) := \frac{\int d^3x} d^3x \mathbf{u}(\mathbf{x}, t) \quad (81)
\]

\[
 \mathcal{E} := \int d^3x \mathbf{u}(\mathbf{x}, t). \quad (83)
\]

Having defined the position of the total energy \( x_n(t) \), we then define the velocity of the total energy \( v_n(t) \) in the natural way, i.e., by time differentiation of the position

\[
 v_n(t) := \frac{d x_n(t)}{d t}. \quad (84)
\]

Making use of the definition of the position (82) and by use of Poynting’s conservation law (48) we find that
\[ \mathbf{v}_u(t) = \mathcal{E}^{-1} \int d^3 x \frac{\partial \mathbf{u}(x,t)}{\partial t} \]

\[ = -c \mathcal{E}^{-1} \int d^3 x \mathbf{x} \mathbf{V} \cdot \mathbf{S}(x,t). \]

Integration by parts then gives

\[ \mathbf{v}_u(t) = c \mathcal{E}^{-1} \int d^3 x \mathbf{S}(x,t). \] (87)

The fact that the magnitude of the velocity so defined is always bounded by \( c \) is now straightforward. Ostensibly it amounts to no more than a statement of the fact that the magnitude of the Poynting vector \( \mathbf{S}(x,t) = \mathbf{E}(x,t) \times \mathbf{H}(x,t) \) is always less than or equal to the energy density \( u(x,t) \),

\[ \| \mathbf{v}_u(t) \| = c \mathcal{E}^{-1} \int d^3 x \| \mathbf{E}(x,t) \times \mathbf{H}(x,t) \| \]

(88)

\[ \leq c \mathcal{E}^{-1} \int d^3 x \| \mathbf{E}(x,t) \times \mathbf{H}(x,t) \| \]

(89)

\[ \leq c \mathcal{E}^{-1} \int d^3 x \left[ \frac{1}{2} \| \mathbf{E}(x,t) \|^2 + \frac{1}{2} \| \mathbf{H}(x,t) \|^2 \right] \]

(90)

\[ \leq c \mathcal{E}^{-1} \int d^3 x u(x,t) \]

(91)

\[ = c \mathcal{E}^{-1} \mathcal{E} = c. \] (92)

In passing from Eq. (89) to Eq. (90) we used Lagrange’s identity, and in passing from Eq. (90) to Eq. (91) we used the definition of the total dynamical energy density \( u(x,t) \), Eq. (50).

Lastly we show that the total dynamical energy’s center-of-mass velocity just derived is a spatial average of the traditional energy transport velocity. Denote and define the “\( u \)-average” of a measurable \( \mathcal{O}(x,t) \) by

\[ \langle \mathcal{O}(x,t) \rangle_u = \frac{\int d^3 x \mathcal{O}(x,t) u(x,t)}{\int d^3 x u(x,t)}. \] (93)

Then, with this notation, we see that

\[ \mathbf{v}_u(t) = \langle \mathbf{S} \rangle_u = \langle \mathbf{v}_E(x,t) \rangle_u, \] (94)

where \( \mathbf{v}_E(x,t) \) is the traditional energy transport velocity. Note that in Eqs. (88) through (91) we also effectively demonstrated that the traditional energy transport velocity is luminal for passive dielectrics,

\[ \| \mathbf{v}_E(x,t) \| \leq c. \] (95)

By more complicated arguments, in Ref. [3] we also show that the same is true for active dielectrics.

### IV. SUPERLUMINAL GLOBAL TRANSPORT OF SUBSETS OF THE TOTAL ENERGY: THE LORENTZ MODEL

While the global notion of energy transport defined by center-of-mass motion of the total dynamical energy in a passive media is always luminal, global energy transport is not so constrained when only a subset of the total dynamical energy is considered. This indicates that in the global sense, the root of superluminal behavior is associated with incomplete energy accounting. (Note that via the Sommerfeld-Brillouin theorems, it is only in a nonlocal sense that superluminal phenomena are not strictly prohibited.)

In order to simplify the discussion, we consider the Abraham-Lorentz model of a nonmagnetic \( [H(x,t) = B(x,t)] \) homogeneous, isotropic dielectric with a single resonance frequency, and consider only one-dimensional solutions of the original three-dimensional system. In one space dimension, we can write the equations as a system of first order partial differential equations,

\[
\frac{\partial}{\partial t} \begin{pmatrix} E \\ B \\ P \\ Q \end{pmatrix}_{(x,t)} = \begin{pmatrix} 0 & -c & 0 & 0 \\ -c & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & -\omega_p \end{pmatrix} \begin{pmatrix} E \\ B \\ P \\ Q \end{pmatrix}_{(x,t)} + \begin{pmatrix} 0 & 0 & \omega_p & 0 \\ 0 & 0 & 0 & \omega_p \\ 0 & 0 & -\omega_0 & -\gamma \\ \omega_p & 0 & -\omega_0 & -\gamma \end{pmatrix} \begin{pmatrix} E \\ B \\ P \\ Q \end{pmatrix}_{(x,t)}.
\] (96)

We note in passing that since the eigenvalues of the first matrix on the right of equation (96) (less the spatial derivative) are real, the system is hyperbolic. Furthermore, the theory of hyperbolic partial differential equations dictates that these eigenvalues give the limiting speeds at which singularities propagate so that for this model we already have the (luminal) Sommerfeld-Brillouin result for the front velocity [18].

The scalar permittivity \( \epsilon(\omega) \) for this model can be calculated to be the usual prototypical example [10] possessing all of the relevant requirements of causality and passivity,

\[
\epsilon(\omega) = 1 + \frac{\omega_p^2}{\omega^2 - i\gamma\omega + \omega_0^2}. \] (97)

Using the fact that the operator on the right of Eq. (96) is already in a form in which it can be written as a sum of an operator that is skew symmetric and one that is negative definite with respect to the usual inner product, we see that Eq. (96) dictates a law of dissipation [similar to the law of conservation (48)] simply by expressing the time evolution of the particular positive definite quadratic form associated with the (relevant) identity matrix,
We will denote this form (divided by 2) by \( u_R(x,t) \) and, in order to distinguish it from the total energy density that obeys a conservative law, will call it the free-energy density (or distribution). Though we do not engage in a statistical mechanics treatment, we justify the use of this term as follows. We can interpret Eq. (96) as a phenomenological description of a system in which \( u_R(x,t) \) has the interpretation of being the sum of the densities associated with energy stored in the macroscopic fields and that stored in the coherent motions of the molecular dipoles of the dispersive medium (mechanical energy density). In this phenomenological treatment, clearly \( u_R(x,t) \) cannot be interpreted as containing energy deposited irreversibly in the medium via incoherent motions and their associated degrees of freedom.

The law of dissipation associated with this particular quadratic form, or energy projection, is

\[
\frac{\partial}{\partial t} \left( \frac{1}{2} E^2 + \frac{1}{2} B^2 + \frac{1}{2} P^2 + \frac{1}{2} Q^2 \right) + \frac{\partial}{\partial x} \left( cEB \right) = -2 \gamma \left( \frac{1}{2} Q^2 \right).
\]

Here we have suppressed the coordinates \( x \) and \( t \).

Note that if we define the free-energy density’s velocity to be the ratio of the (suitably averaged) flux \( cEB \) to the (similarly averaged) density \( u_R = \left( \frac{1}{2} E^2 + \frac{1}{2} B^2 + \frac{1}{2} P^2 + \frac{1}{2} Q^2 \right) \), we are guaranteed to get a luminal result since

\[
\left| \frac{cEB}{u_R} \right| \leq c.
\]

Unfortunately this definition of the velocity generically has almost nothing to do with the gross motion of the free-energy distribution \( u_R \) because the evolution of the free energy is dissipative. If one simply views the results of a numerical simulation of Eq. (96) by watching a movie of \( u_R(x,t) \) passing by, the perceived speed of the pulse can be arbitrarily large, depending on the system preparation. In the following, we make this observation concrete by showing analytically that a pulse’s free energy ‘center-of-mass’ \( x_{u_R}(t) \), defined as

\[
x_{u_R}(t) := \frac{\int dx x u_R(x,t)}{\int dx u_R(x,t)},
\]

(with the integration over all \( x \) ) can move with any speed.

The velocity corresponding to this definition of position is obtained by time differentiating the center of mass. We use the law of transport (99) to eliminate the time derivative of the density \( u_R \), and then use integration by parts to eliminate spatial derivatives on the flux \( EB \). After some simplification we obtain

\[
v_{u_R}(t) = c \frac{\int dx E(x,t) B(x,t)}{\int dx u_R(x,t)} + \gamma \left( \frac{\int dx Q^2(x,t)}{\int dx u_R(x,t)} \right)
\]

\[
\times \left[ \frac{\int dx x \tilde{u}_R(x,t)}{\int dx u_R(x,t)} - \frac{\int dx \tilde{u}_R(x,t)}{\int dx u_R(x,t)} \right]
\]

\[
\times \left[ \frac{\int dx x Q^2(x,t)}{\int dx u_R(x,t)} \right],
\]

where

\[
\tilde{u}_R := u_R - \frac{1}{2} Q^2 = \frac{1}{2} E^2 + \frac{1}{2} B^2 + \frac{1}{2} P^2.
\]

In Eq. (102) the velocity is expressed as having two components, the first not dependent on system parameters explicitly and the second explicitly dependent upon the damping rate \( \gamma \). For each time \( t \) the two terms are functionals of functions of position \( x \). The first functional can be shown to possess extrema \( \pm c \). This is done by showing that the absolute value of the integrand of its numerator never exceeds (but can be equal to) the integrand of its denominator (which is non-negative) multiplied by \( c \). Below we will show that the second term, which is multiplied by the damping rate \( \gamma \), is an unbounded functional in a relevant function space. Thus, in this function space, the center-of-mass velocity functional is unbounded when damping is absent but is bounded luminally when damping is present. Note that we do not presently address the issue of the duration of superluminal behavior in the free-energy’s center-of-mass motion, but only the issue of superluminal system preparations, i.e., of whether the system can, in principle, be initially prepared so as to demonstrate superluminal behavior in the motion of the free-energy center of mass.

To that end we consider the velocity at \( t = 0 \), and consider a two-parameter family of system preparations, all members of which correspond to the same initial free energy. We then show that, when damping is present, the initial center-of-mass velocity increases without bound as the difference in the two parameters increase. In order to motivate how this is accomplished we pause to comment on which details of the structure of the second functional in Eq. (102) suggest that this can be done. We have tried to make this structure evident by parallel uses of parenthesis and square brackets. The two terms in large square brackets have units of position. The left term in square brackets measures the center of mass (as normalized by the free energy) of the energy stored in the fields and in the displacements of the dipoles from equilibrium (dipole potential energy). The right term in square
brackets measures the center of mass (as normalized by the free energy) of the kinetic energy associated with the motion of the dipoles. Note that the two energy projections just discussed sum to the free energy. Consequently we will speak of them as being compliments with respect to the free energy. In contrast to the terms measuring positions, the two terms in large parenthesis are homogeneous and so are unitless. They measure the relative amounts of energy associated with the two centers of mass just described. As such they may be described as weights for the associated ‘masses.’ Note that the weights are paired (via multiplication) with their complement centers. Thus, since the notion of complement is with respect to the free energy, and since the free energy is the distribution used to normalize the two centers of mass, the two products of these four objects give the centers of reduced mass of the two complimentary energy projections. Thus we see that the second functional in Eq. (102) gives a measure of the difference in the centers of reduced mass of the kinetic energy and its free-energy complement. Thus the ‘additional’ velocity of the free-energy distribution (i.e., the component of its velocity that is attributable to damping) is just the damping rate multiplied by a difference in (representative) positions of two complimentary distributions.

To make these connections more obvious we introduce some notation. Relabel the kinetic energy density $Q^2(x,t)/2$ as $m_1(x)$ and relabel its complement $u_R(x,t) = u_R(x,t) - Q^2(x,t)/2$ as $m_2(x)$. Also relabel the corresponding energies (the integrals of the densities) by the same symbols but with capital letters and, of course, without reference to the position $x$,

$$M_1 = \int dx \, m_1(x), \quad \text{and}$$

$$M_2 = \int dx \, m_2(x).$$

Then the center-of-mass velocity of the free energy can be expressed as

$$u_R(t) = \frac{c}{dx u_R(x,t)} + 2 \gamma \left\{ \frac{dx x M_1 m_2(x)}{M_1 + M_2} - \frac{dx x M_1 m_2(x)}{M_1 + M_2} \right\}. \tag{106}$$

Here we see that the integrands used to define the centers of mass appear analogous to the classical expression for reduced mass in the two-body problem.

We now consider the velocity at $t = 0$ and a corresponding class of system preparations or initial conditions that show that the velocity at this instant can be arbitrarily large if and only if $\gamma$ does not vanish. To find the simplest expression for this initial velocity we choose initial data for which the total initial kinetic energy is equal to its complement. On the other hand, if we choose the associated distributions to be identical then the differences in the associated centers of (reduced) mass will be zero. The simplest way to get a nontrivial and interesting result is to choose the two distributions to be translates of each other: For some even and square integrable function $f(x)$ different from 0 and for some positions $x_1$ and $x_2$ define $m_1(x)$ and $m_2(x)$ by

$$m_1(x) = f^2(x-x_1), \quad \text{and}$$

$$m_2(x) = f^2(x-x_2).$$

Then we get $M_1 = M_2 = \int dx \, f^2(x) = M > 0$, and then

$$\int dx x M_i(x) = x_i M, \quad i = 1, 2. \tag{109}$$

Then Eq. (106) reduces at $t = 0$ to

$$v_{u_R}(0) = c \frac{\int \, dx E(x,0) B(x,0)}{\int \, dx u_R(x,0)} + \frac{\gamma}{2} (x_2 - x_1). \tag{110}$$

In order to make this expression more explicit we can, for example, further decompose the initial energy densities as follows. Choose $E(x,0) = B(x,0) \equiv f(x-x_2)$ and $P(x,0) = 0$ [and $Q(x,0) = \sqrt{2 f(x-x_1)}$]. With this two-parameter family of choices for the initial data, the initial velocity of the free energy center of mass (110) reduces to

$$v_{u_R}(0) = c \frac{\int \, dx E(x,0) B(x,0)}{\int \, dx u_R(x,0)} + \frac{\gamma}{2} \Delta x. \tag{111}$$

(Here we have expressed the difference in the centers of reduced mass of the kinetic energy and its complement, $x_2 - x_1$, as $\Delta x$.) It now becomes clear that if $\gamma$ is not zero, the speed of the free-energy center of mass can be increased arbitrarily, as long as the ‘position’ of the kinetic energy distribution can be made to lead (or lag) that of its free-energy complement by arbitrarily large distances. Furthermore this notion of position becomes more natural and precise as the variance of $f(x)$ reduces. In fact there is nothing to keep us from considering the limit in which $f(x) \to \varnothing(x)$: in this limit we still get the (not luminal) result (111) for the initial center-of-mass velocity of the free energy.

V. Summary

In this paper the luminality of both local and global notions of total energy transport in very general (anisotropic, inhomogeneous, passive) media was established. In lieu of specific microscopic models, these results were established using only the macroscopic limitations of causality and passivity. Specifically these estimates were obtained by (1) developing total dynamical energy densities for these media (i.e. conserved, positive definite, quadratic forms) and then by (2) considering the time evolution of their associated fi-
nite and infinite volume energies, respectively. We also showed how a total dynamical energy density demonstrates that a causal media responds to a virtual, instantaneous field spectrum weighted by system resonances, that this density gives the heat energy eventually dissipated to the medium, but that this density is not the same as the one derived from kinematic arguments.

The connection between the local concept of energy transport velocity and the global concept of total energy center-of-mass velocity was also established, and the importance of avoiding subsets of a total energy (i.e., forms that are not conserved) in establishing the global notion of luminality was emphasized. For the Lorentz model (a specific example of the general media considered at the onset), a certain subset of the total energy was shown to have the potential for demonstrating what appears (in the center of mass picture) to be an arbitrarily fast global energy transport mechanism. It was emphasized, however, that this appearance of high velocity does not constitute energy transport from one detector to another, but simply indicates that other energy already downstream has been converted to the type being observed. This illustrates the general principle that classical “superluminal” effects are intimately linked with an incomplete energy accounting.

**APPENDIX: KINETIC SYMMETRY AND PASSIVITY IMPLY DISSIPATION**

We prove (c) and (b)⇒c′ for \( \mathbf{\epsilon} \). That the converse (c′) and (b)⇒(c) is false (without invoking more structure) is verified by specific counter examples. However, as is discussed in the main text, if we invoke the structure that the eigenvectors of the tensors can be taken as real, it is then true that (c′) and (b)⇒(c). Physically this extra structure means that the eigenvectors of the tensors can correspond to bonafide directions in real 3 space, the principal axes, say, of a crystal. Otherwise these eigenvectors correspond to “directions” only in complex 3 space, but whose real and imaginary parts in real 3 space can be made to correspond to directions together with rotation angles.

In order to avoid needless repetition, we state here once that in the following paragraph all statements about the permittivity tensor \( \mathbf{\epsilon} \) are valid when it is evaluated at real positive frequencies \( \omega \), i.e., when the restrictions of assumption (c) are enforced.

Let \( \mathbf{v}_\lambda \) be an eigenvector of \( \mathbf{\epsilon} \) for eigenvalue \( \lambda \in \rho \). The eigenvalue can be expressed in terms of the eigenvector and the real and imaginary parts of \( \mathbf{\epsilon} \) via the formula

\[
\lambda = \frac{\mathbf{v}_\lambda^\dagger \mathbf{Re}[\mathbf{\epsilon}] \mathbf{v}_\lambda}{\mathbf{v}_\lambda^\dagger \mathbf{v}_\lambda} + i \frac{\mathbf{v}_\lambda^\dagger \mathbf{Im}[\mathbf{\epsilon}] \mathbf{v}_\lambda}{\mathbf{v}_\lambda^\dagger \mathbf{v}_\lambda}.
\]

The kinetic symmetry (b) of \( \mathbf{\epsilon} \) implies this symmetry of its real and imaginary parts, which, since they are each real, shows that they are each trivially Hermitian. Taking the Hermitian conjugate, then, of our formula, and using the Hermitian properties (just established) of the real and imaginary parts of \( \mathbf{\epsilon} \) shows that the imaginary part of \( \lambda \) can be expressed as

\[
\text{Im}[\lambda] = \frac{\lambda - \lambda^\dagger}{2i} = \mathbf{v}_\lambda^\dagger \text{Im}[\mathbf{\epsilon}] \mathbf{v}_\lambda.
\]

At this point it is already obvious that \( \text{Im}[\lambda] > 0 \) since \( \text{Im}[\mathbf{\epsilon}] \) is positive definite, but we make the proof even more explicit since we will use a certain notation that these details provide in the main text (Sec. II B) where we derive the total energy of the system: since we assume (c), i.e. since we assume that \( \text{Im}[\mathbf{\epsilon}] \) is a positive definite tensor, and since, as we have just shown, \( \text{Im}[\mathbf{\epsilon}] \) is trivially Hermitian, this tensor can be factored and expressed as

\[
\text{Im}[\mathbf{\epsilon}] = \mathbf{\beta}^\dagger \mathbf{\beta}
\]

so that the imaginary part of \( \lambda \) is then expressed as

\[
\text{Im}[\lambda] = \frac{\mathbf{v}_\lambda^\dagger \mathbf{\beta}^\dagger \mathbf{\beta} \mathbf{v}_\lambda}{\mathbf{v}_\lambda^\dagger \mathbf{v}_\lambda} = \frac{\|\mathbf{\beta} \mathbf{v}_\lambda\|^2}{\|\mathbf{v}_\lambda\|^2} \geq 0,
\]

regardless of the relationship of the eigenvector \( \mathbf{v}_\lambda \) of \( \mathbf{\epsilon} \) to the tensor \( \text{Im}[\mathbf{\epsilon}] \). However, since equality is achieved only if \( \mathbf{v}_\lambda \) happens to be a nullvector of \( \mathbf{\beta} \) and, hence, of \( \text{Im}[\mathbf{\epsilon}] \), and since we assume that \( \text{Im}[\mathbf{\epsilon}] \) has no null vectors, the result is

\[
\text{Im}[\lambda] = \frac{\|\mathbf{\beta} \mathbf{v}_\lambda\|^2}{\|\mathbf{v}_\lambda\|^2} > 0,
\]

which is (c′).
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