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A Piecewise Linear Approach to Overbooking

Feng Huang, Casey Deccio, Robert Ball, Mark Clement, Quinn Snell
3370 TMCB
Brigham Young University
Provo, Utah 84602
clement@cs.byu.edu

Abstract
Overbooking is frequently used to increase the revenue generated by a network infrastructure without incurring additional costs. If the overbooking factor is chosen appropriately, additional virtual circuits can be admitted without degrading quality of service for existing customers. Most implementations use a single factor to accept a linear fraction of traffic requests. If a piecewise linear approach is used in admissions, additional traffic can be accepted without causing proportional increases in loss rate and utilization. This additional accepted traffic can significantly improve the profit margin for network service providers.

1 Introduction
Overbooking can significantly increase the number of virtual circuits that can be supported in a network infrastructure. This occurs because customers routinely request and purchase more bandwidth than they actually use. It can be difficult to determine exact values for overbooking factors because it is difficult to gather detailed data linking virtual circuit admission to trunk bandwidth increases. Although linear approaches can be analyzed more easily using regression software, they do not fully take advantage of overbooking opportunities. A piecewise linear approach can lead to more liberal admissions without damaging quality of service.

1.1 Utilization Patterns in Large Scale Networks
Airlines have been successful in selling more seats on an airplane than are physically available because statistically, it is unlikely that all of the customers will use their tickets on a particular flight. Airline policy will dictate which percentage of additional bookings they will accept even when all seats are full in order to maximize profit. An optimal policy would be able to predict the exact number of passengers that will utilize their tickets on a given flight and then sell that many tickets. If the policy underestimates the number of passengers, they will be some passengers that have paid for a ticket who will not be able to use that flight. Airlines will typically offer free flights at another time in order to compensate customers for the inconvenience of taking another flight. If this lack of "Quality of Service"

inflight scheduling becomes too severe, customers may select another airline and the profit margin will decrease because of decreased demand. If the policy overestimates the number of passengers on a given flight, then seats will go empty and revenue will be lost.

Network users often behave in ways that are similar to airline passengers. They will purchase bandwidth that they often don't utilize. Network administrators can maximize profit by accurately predicting the actual utilization of customer Virtual Circuits (VCs) in order to specify an overbooking policy that will sell as much bandwidth as possible without causing degradation in network "Quality of Service" resulting in dropped packets and increased delay and jitter.

This research analyzed data from 475230 Frame Relay virtual circuits on a wide area network with approximately 2000 trunks on three selected days during a normal work week in November 2002. The topology of the network is shown in Figure 1. The network is similar in nature to backbones supported by many national providers.

Figure 1. Network topology used in gathering overbooking statistics.

A summary of VC utilization is shown in Table 1. The Committed Information Rate (CIR) is the requested rate by the customer. The Peak Information Rate (PIR) is the peak rate that the customer can send at. The PIR may be much larger than the CIR and the customer should be able to send at rates between CIR and PIR for short...
periods of time as long as the average bandwidth is no greater than the CIR. Packets in excess of the CIR will be marked for discard when network congestion occurs. The actual bandwidth utilization is shown in the table along with the number of virtual circuits that had that average utilization. The total values are weighted by the total bandwidth so that large VCs have a proportionally more significant impact on total averages than smaller VCs. The average utilization across all 400,000 virtual circuits was approximately 28%. This means that a provider could admit nearly four times as much traffic with an overbooking policy than he could with a strict admission policy. This overbooking should not result in lower quality of service since users are underutilizing their links by this factor.

<table>
<thead>
<tr>
<th>CIR Range (Kbps)</th>
<th>PIR Range (Kbps)</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 5</td>
<td>0.00%</td>
<td>109.06</td>
</tr>
<tr>
<td>(49330)</td>
<td>(2930)</td>
<td>(6830)</td>
</tr>
<tr>
<td>6 64</td>
<td>27.18%</td>
<td>39.08%</td>
</tr>
<tr>
<td>(19350)</td>
<td>(24090)</td>
<td>(56050)</td>
</tr>
<tr>
<td>65 128</td>
<td>27.77%</td>
<td>34.91%</td>
</tr>
<tr>
<td>(28350)</td>
<td>(10940)</td>
<td>(17040)</td>
</tr>
<tr>
<td>129 256</td>
<td>30.07%</td>
<td>30.98%</td>
</tr>
<tr>
<td>(4970)</td>
<td>(17570)</td>
<td>(20250)</td>
</tr>
<tr>
<td>257 512</td>
<td>42.21%</td>
<td>28.74%</td>
</tr>
<tr>
<td>(50)</td>
<td>(6910)</td>
<td>(12810)</td>
</tr>
<tr>
<td>513 1024</td>
<td>0.00%</td>
<td>27.00%</td>
</tr>
<tr>
<td>(0)</td>
<td>(1690)</td>
<td>(6520)</td>
</tr>
<tr>
<td>1025 +</td>
<td>0.00%</td>
<td>14.44%</td>
</tr>
<tr>
<td>(0)</td>
<td>(310)</td>
<td>(3550)</td>
</tr>
<tr>
<td>Totals</td>
<td>27.82%</td>
<td>29.57%</td>
</tr>
<tr>
<td>(276100)</td>
<td>(68440)</td>
<td>(128050)</td>
</tr>
</tbody>
</table>

Table 1. Utilization values for ranges of CIR and PIR values. The numbers in parentheses are the total number of virtual circuits in that range.

Table 1 also shows that there are some users that significantly overutilize their VCs. Note that a significant number of VCs use 193% of the negotiated CIR. A successful overbooking policy must correctly estimate utilization for both small and large VCs. A piecewise linear approach is well suited to accomplish this utilization prediction.

1.2 Data Volume

Strict timing demands are placed on trunk networking equipment. Packets from a large number of high bandwidth lines must be switched with little delay in order to maintain network stability. Statistic gathering functions must impose low levels of overhead if they are to be carried out by backbone routers. Although edge switches may be able to gather Per-VC statistics, High performance network switches do not have the storage space or time to perform per-VC accounting.

Even if per-VC accounting were possible, the total volume of data is too large. The CISCO networking equipment we obtained statistics from required 14Mbytes for one sample of VC values. If this data were gathered at any reasonable frequency, it would quickly overwhelm router storage capacity.

Hourly average data is routinely collected in order to gauge the health of the network without causing unmanageable storage requirements. Routers collect data for each trunk containing the total CIR and average utilization for the hour. At the end of a 24 hour period, the maximum hourly average is saved for later use. Similar statistics are gathered at edge routers where hourly averages are collected for each virtual circuit. This data is used to detect trunks with above average utilization and perform traffic engineering to lower maximum hour utilization. The data also provides detailed information that can be used to predict utilization given CIR values.

1.3 Previous research

Pazos and Gerla have performed research in overbooking in the use of ABR services on Internet backbones [6]. Their paper asserts that the use of ABR services permits better utilization of ATM resources than with CBR services, but that full utilization rarely occurs. They
propose an approach to improve resource utilization that relies on bandwidth overbooking.

Urgaonkar, et al. demonstrate the feasibility and benefits of overbooking resources in shared platforms [10]. Other research has also turned to overbooking as a reliable alternative to increasing link utilization [5, 7, 8].

Overbooking can be an effective tool for increasing link utilization for many different types of applications. Much of the existing research has focused on ways of choosing linear factors to use in overbooking. This research proposes a piecewise linear approach that promises to admit more traffic (and thus increase profits) while maintaining reasonable quality of service.

## 2 Overbooking Techniques

Several techniques have been explored in research to determine accurate overbooking techniques. The most obvious prediction technique is to use the CIR (the customers best estimate of bandwidth usage) multiplied by some constant to allocate bandwidth. Intuitively, it may seem likely that the PIR could also be combined in a linear system with two variables. Hardware vendors have recently incorporated additional overbooking hardware in core switches to allow for an increased linear factor to be applied on a trunk by trunk basis. It seems reasonable to believe that large trunks may be able to benefit from increased statistical multiplexing so that a more aggressive overbooking factor could be used. Although these schemes show some promise, utilization appears to be a non-linear function that does not fit well to this kind of analysis.

A statistical regression analysis was performed to determine the correlation between CIR and utilization. Results shown in Table 2 indicate that CIR is significant in predicting VC utilization. The linear model also indicates a overbooking factor of 20.4% based on the linear fit to data. The PIR is also correlated to utilization, but explains less of the variance in the data than CIR. The mean squared error did not decrease significantly when using PIR and CIR. This also shows that the inclusion of PIR in an overbooking technique may not lead to more accurate predictions of utilization.

Figures 3 and 4 show a more detailed view of the relationship between CIR, PIR and utilization. Although increasing PIR values are positively correlated with larger utilization values, this impact is greatest for smaller values of PIR. The negative correlation between CIR and utilization shown in Figure 4 is also non-linear. An overbooking factor that was piecewise linear provides a better fit for the data. For example, an overbooking factor based on CIR could have a negative coefficient for CIR values less than 64 and a small positive value for larger CIR values.

<table>
<thead>
<tr>
<th>Estimate</th>
<th>MS Error</th>
<th>t value</th>
<th>Pr &gt;</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIR alone</td>
<td>0.2115</td>
<td>9398</td>
<td>421</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>CIR and PIR</td>
<td>0.004</td>
<td>9368</td>
<td>304</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 2. GLM regression analysis of CIR and PIR correlation with utilization. The first set of results are from a regression using only CIR. The second set results from a multiple linear regression with both PIR and CIR.
probably not yield increased admissions with little additional utilization.

Utilization vs Overbooking for different trunk sizes

Figure 5. DS3 trunks do not appear significantly different from OC3c trunks in terms of the impact of particular overbooking values.

3 Experimental Results

Although log data is useful in determining patterns, simulations can help in detailing the impact of changes on performance. Several experiments were performed to determine the impact of changes in the overbooking policy on utilization and packet loss.

3.1 Simulation Infrastructure

The NS network simulator was used to create a simple topology where overbooking could be explored. A dogbone topology was configured with a large number of sources communicating through two routers. Figure 5 shows the overall simulation configuration.

Figure 4. Simulation architecture. Sources are admitted until the trunk bandwidth has been filled.

For linear CIR based admissions, a random source was chosen out of the tracefile with 400,000 virtual circuits represented. The remaining bandwidth for the trunk was then set to be:

\[ \text{Available Bandwidth}(i) = \text{Available Bandwidth}(i-1) - \text{CIR}[j] \times \text{overbooking factor} \]

This process continued until the available trunk bandwidth reached zero. Smaller overbooking factors allow for larger amounts of data to be admitted into the simulation. In practice, values as low as 5% are commonly used for overbooking. For this reason, all of these values were included in the experiment.

Exponential sources were then configured in the ns simulator with average bandwidth determined by the utilization value for each source that had been randomly chosen from the trace file. Experiments were performed with each overbooking factor to determine the impact of overbooking policy on utilization and packet loss.

For the piecewise linear based admissions, available bandwidth was calculated in the following way.

\[ \text{I}(\text{CIR} < \text{threshold}) \]
\[ \text{Available Bandwidth}(i) = \text{Available Bandwidth}(i-1) - \text{CIR}[j] \times \text{overbooking factor} \]

\[ \text{I}(\text{CIR} > \text{threshold}) \]
\[ \text{Available Bandwidth}(i) = \text{Available Bandwidth}(i-1) - \text{CIR}[j] \times \text{overbooking factor} \]

Since virtual circuits with larger CIR values result in lower utilization values, it is possible to admit as much as 25% more traffic without increasing the utilization or packet loss for the system. Figure 5 and 6 show utilization and packet loss for the linear CIR based overbooking. Figure 7 and 8 show the results of a piecewise linear system. The piecewise linear system was able to admit nearly 25% more circuits without significantly increasing utilization and packet loss.

Utilization vs Overbooking factor for piecewise linear

Figure 7. Utilization for piecewise linear overbooking policy.
4 Conclusions

Overbooking can significantly increase the profit margin for network providers. If an overbooking policy is implemented with a piecewise linear prediction model, more accurate measures can be performed and additional traffic can be accepted.

Traditional overbooking with CIR and PIR are inefficient because they do not account for the non-linear nature of the CIR to utilization relationship. Piecewise linear approaches can model this relationship more accurately and allow additional virtual circuits to be admitted without degrading performance.
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