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ABSTRACT

TRANSMISSION STRATEGIES FOR WIRELESS MULTI-USER, MULTIPLE-INPUT, MULTIPLE-OUTPUT COMMUNICATION CHANNELS

Quentin H. Spencer
Electrical and Computer Engineering
Doctor of Philosophy

Multiple-Input, Multiple-Output (MIMO) processing techniques for wireless communication are of interest for next-generation systems because of their potential to dramatically improve capacity in some propagation environments. When used in applications such as wireless LAN and cellular telephony, the MIMO processing methods must be adapted for the situation where a base station is communicating with many users simultaneously. This dissertation focuses on the downlink of such a channel, where the base station and all of the users have antenna arrays. If the transmitter has advance knowledge of the users’ channel transfer functions, it can use that information to minimize the inter-user interference due to the signals that are simultaneously transmitted to other users. If the transmitter assumes that all receivers treat the interference as noise, finding a solution that optimizes the use of resources is very difficult. This work proposes two classes of solutions to this problem. First, by forcing some or all of the interference to zero, it is possible to achieve a sub-optimal solution in closed-form. Second, a class of iterative solutions can
be derived by extending optimal algorithms for multi-user downlink beamforming to accommodate receivers with multiple antennas. The closed-form solutions generally require less computation, but the iterative solutions offer improved performance are more robust to channel estimation errors, and thus may be more useful in practical applications. The performance of these algorithms were tested under realistic channel conditions by testing them on channels derived from both measurement data and a statistical model of an indoor propagation environment. These tests demonstrated both the ability of the channel to support multiple users, and the expected amount of channel estimation error due to movement of the users, with promising results. The success of any multi-user MIMO processing algorithm is ultimately dependent on the degree of correlation between the users’ channels. If a base station is required to support a large number of users, one way to ensure minimal correlation between users’ channels is to select groups of users whose channels are most compatible. The globally optimal solution to this problem is not possible without an exhaustive search, so a channel allocation algorithm is proposed that attempts to intelligently select groups of users at a more reasonable computational cost.
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Chapter 1

Introduction

In the 55 years since Claude Shannon’s groundbreaking work, “A Mathematical Theory of Communications” [1], created the science of information theory, much effort has been devoted to discovering ways of achieving what Shannon showed to be theoretically possible. The invention of block codes, convolutional codes, trellis codes, and most recently turbo codes [2] have each made incremental performance improvements to the point that it is now possible to come quite close to the “Shannon bound”. In modern wireless communication systems, a particular challenge has been to design coding systems that can adequately compensate for the effects of multipath propagation, which leads to fading and inter-symbol interference.

In addition to coding techniques, array processing has long been an effective tool in improving the performance of wireless communications systems. The earliest application of array processing methods to wireless systems was the use of arrays at the receiving end of the link, a scenario referred to as a single-input, multiple-output (SIMO) channel. The use of simple adaptive array algorithms in this type of a channel is an effective way of improving the SNR of the channel without any change in the transmitted power, and it has the ability to eliminate co-channel or multipath interference. The same methods generally apply as well to the multiple-input, single-output (MISO) channel, where the transmitter has an array, and the receiver does not. Until recently, this was less common because it generally requires that the transmitter have advance knowledge of the channel, often referred to as side information or channel state information (CSI), which is not always practical.
1.1 MIMO Channels

Beginning around 1998, several researchers demonstrated that the use of multiple-input, multiple-output (MIMO) channels could result in dramatic gains in channel capacity compared to single-input, single-output (SISO), SIMO or MISO channels [3–6]. The key to this is the use of parallel data transmission. While the SIMO and MISO channels could improve the effective gain of a channel and cancel interference, they still only transmitted a single data stream. The MIMO channel, on the other hand, could be used to transmit data in parallel, resulting in a capacity increase that is a linear rather than logarithmic function of array size. However, this is only possible in channels with significant multipath components. In a channel with a single transmission path, only one data stream can be transmitted, and the traditional rules of array processing apply, but in channels with multipath, each path can be used to transmit separate data streams [6]. Thus, while traditional array processing algorithms had been used to mitigate the effects of multipath interference, MIMO channels can potentially use multipath as an advantage, rather than a disadvantage. This is illustrated in Figure 1.1, where a MIMO channel with 4 transmitters and receivers has 3 multipath components available.

Figure 1.1: An illustration of a MIMO channel.
The various methods of transmitting data in MIMO channels can be classified in terms of what CSI available at the transmitter [7]. For the “informed” transmitter, or the transmitter that has complete CSI available, the capacity is shown in [6] to be achieved by a singular value decomposition (SVD) of the channel matrix, where the transmitter uses the right singular vectors with proper power weighting as its beamforming vectors, and the receiver uses the left singular vectors to estimate the transmitted signal. This decomposes the channel into a set of orthogonal channels whose optimal power coefficients can be determined by the well-known solution to the parallel Gaussian channels problem [8]. On the other hand, when the transmitter does not have CSI, the best that can be done is transmission of equal power through all transmitting antennas, leaving the work of estimating and inverting the channel effects to the receiver [4]. While it is useful to understand the differences between channels with and without CSI at the transmitter, performance comparisons of the two channels [9, 10] have shown that the performance of the “blind” transmitter quickly approaches the performance of an informed transmitter at moderate SNR, and that there is only a significant performance difference at very low SNR. This is problematic for two reasons: first, many applications of wireless communications systems will require operating in a higher SNR region, and second, operating at a low SNR makes it much more difficult to obtain a good estimate of the channel. Thus, for practical applications involving single-user MIMO channels, it is difficult to justify the cost of obtaining channel information at the transmitter, and it is worthwhile to focus on transmission methods that do not require CSI.

An alternative approach to the MIMO channel is to use the additional antennas to improve diversity while transmitting only one data stream. It has been shown that a $n_T \times n_R$ channel has diversity order $n_T n_R$. Methods of doing this include the codes based on “orthogonal designs” [11, 12], which are able to achieve near optimal diversity at both the transmitter and receiver. A review and comparison of these two differing transmission approaches can be found in [13].
1.2 The Multi-User Channel

We have considered MIMO systems in the context of a single-user point-to-point channel. However, many of today’s wireless communications systems, such as cellular and wireless LAN systems, are based on a central hub or base station that simultaneously communicates with a group of users. Traditionally, in multi-user systems, multiple access has been achieved by either time-division, frequency-division, or code-division multiplexing, known respectively as TDMA, FDMA, and CDMA. The use of arrays at the base station of such systems has resulted in the idea of Space-Division Multiple Access (SDMA), in which the spatial diversity of the signals received at the base station are used to separate signals that may be transmitted using the same time, frequency, or code sequence.

The uplink and downlink of a multi-user channel each have slightly different challenges, and are thus often treated separately in the literature. The downlink, where the base is transmitting to a group of users is often referred to as the “broadcast channel”, and the uplink, where the base is receiving signals from a group of users, is often referred to as the “multiple access channel”. A considerable number of recent publications have studied the application of MIMO processing methods to both the broadcast and multiple access channels [14–20].

The simplest multi-user MIMO channel is where the base has an array of antennas, but each user only has one antenna. A more challenging problem to consider is when all users are allowed to have an arbitrary number of antennas. The capacity of the uplink, also known as the vector multiple access channel (where arrays are employed at the transmit and possibly all receive nodes in the network) has been studied in [21–23], and its connection with the broadcast channel has been explored in [24]. The particular challenge of the vector broadcast channel is that while the transmitter has the ability to coordinate transmission from all of its antennas, the receivers are grouped among different users that are typically unable to coordinate with each other [4–6]. The capacity of the broadcast channel has been studied recently in [25, 26] for the special case where each user has only one antenna, and in [27] for users with arrays of arbitrary size. A feature common to some of the new work cited above is the use of a technique developed by Costa known as “dirty
There are some specific optimization problems that are of particular interest when designing transmission algorithms for MIMO channels. The most fundamental is the capacity problem, or maximization of throughput subject to a constraint on the total transmitted power. This is important to understanding the capabilities of a channel, but
often a system designer will be more concerned with solving the closely related “power control” problem: minimize total transmitted power subject to satisfying a constraint on the data transmission rate and error rate. For a single-user channel, these two problems are virtually identical. For the multi-user channel, the problem is more complex. To achieve (sum) capacity in a multi-user network, one maximizes the sum of the information rates for all users subject to a sum power constraint. On the other hand, the power control problem deals with minimizing the total transmitted power while achieving a pre-specified minimum Quality-of-Service (QoS) level for each user in the network. In either case, a satisfactory solution must balance the desire for high throughput or good QoS at one node in the network with the resulting cost in interference produced at other nodes. A third optimization problem related to power control has also been discussed in [30]. In this case, the transmit power is fixed and the transmitter attempts to maximize the amount by which the system exceeds the SINR requirement for all users, such that the SINR margin is the same for all users.

The problem of optimizing throughput for multi-user MIMO systems where each user may have multiple antennas has been approached in two different ways so far. The first [34] employs an iterative method of canceling out inter-user interference, allowing multiple data sub-channels per user as in classical MIMO transmission methods. The second approach [35] generalizes the single-antenna algorithms to include beamforming at the receiver, while still using only a single data sub-channel per user. The iterative nature of these algorithms typically results in a high computational cost.

1.3 Summary and New Contributions

This dissertation focuses on the downlink multi-user MIMO channel. In contrast to the dirty-paper algorithms, which take an information theoretic approach and emphasize new coding methods designed to achieve the channel capacity, the algorithms here generally take a signal processing approach, attempting to solve the various optimization problems by choosing good transmit vectors, independent of the particular signaling and coding methods in use. In the long term, it is likely that dirty-paper methods will be developed that are superior in performance and have acceptable complexity. However, because
they require all new code designs, they are not usable with current communications standards and protocols. As a result, the signal processing algorithms proposed here show greater promise over the short to medium term because they can be seamlessly integrated with existing communications systems to improve capacity. Chapter 2 introduces the general MIMO problem and the multi-user MIMO downlink problem and discusses the previous work in this area in greater detail. While it is mostly a review, it also includes the new contribution of a derivation of single-user MIMO capacity for some situations where the transmitter has partial channel information (originally published in [36]).

Chapter 3 focuses on methods of solving both the throughput maximization and power control problems in closed form. The most basic way of achieving this is nulling out all inter-user interference, which has been referred to here as “Block-Diagonalization”. This concept was recently introduced in the literature [37–39], though it is developed in more detail here, including showing how it can be adapted to solve both the throughput maximization and power control problem, and how it can be adapted for cases where the transmitter has only partial channel knowledge. A second approach that allows some inter-user interference is also proposed, and proves to be more effective in some channels. In addition, a non-iterative approach for coordinated transmitter-receiver processing is proposed. These contributions are published in [40].

Chapter 4 focuses on iterative solutions to the same problems. The closed-form solutions have the advantage of reduced computational cost, but iterative solutions allow greater flexibility in the channel dimensions that can be supported, and can offer improved performance. The new contribution of this chapter is a hybrid algorithm that combines the zero-forcing methods of Chapter 3 with existing interference-balancing solutions which allows arbitrary array sizes at both transmitters and receivers, multiple data streams transmitted to individual users, and corrupted channel estimates at the transmitter. In addition, there are some computational reductions that can be achieved in special cases. These new contributions appear separately in [41, 42].

Chapter 5 applies some of the new transmission methods to realistic channel conditions. Up to this point, most of the literature has used idealized assumptions about channel statistics to test the algorithms. Here we consider channels from two sources:
channel measurements and statistical models. Channel measurements are useful because they give the most accurate possible representation of channel behavior, but they can be time-consuming and expensive to collect. Statistical models can be a useful alternative because they make it easy to generate a large number of test cases which can closely match behaviour of real channels when the model is designed well. This work also appears separately in [43]

Chapter 6 deals with the channel allocation problem in the context of the spatial multiplexing methods from Chapters 3 and 4. The general channel allocation problem for cellular systems has been studied extensively, and recent work has been done to study the effects of using adaptive arrays at the base stations. Usually, adaptive arrays are proposed as a means of increasing channel re-use in neighboring cells. In this chapter, we consider the challenge of channel re-use within a single cell, and how to appropriately decide which users should share channels so as to avoid putting users together that have highly correlated channels. If users with antenna arrays are considered, the problem of resource allocation from a system point of view is very complex. This appears to be a completely open problem at present, and is likely to be an important area of future research. This chapter presents a discussion of some of the issues involved, and proposes an algorithm for finding a good allocation of resources. These results will appear in [44, 45]
Chapter 2

The Downlink Multiplexing Problem

This chapter provides some background on the multi-user MIMO problem, including mathematical models, capacity, and existing transmission algorithms already in the literature. We begin with a detailed discussion of the single-user MIMO problem, and then show how the models, capacity derivations, and transmission schemes have been extended in the multi-user case.

2.1 The Single-User MIMO Problem

2.1.1 Channel Model

The MIMO channel is typically modeled using a matrix multiplication. Consider a MIMO channel with \( n_T \) transmitters and \( n_R \) receivers. If the transmitted signal is the \( n_T \) dimensional vector \( s \), and the received signal is the \( n_R \) dimensional vector:

\[
x = Hs + n.
\]

(2.1)

where \( n \) is an additive noise term and \([H]_{i,j}\) represents the transfer function from the \( j \)th transmitter to the \( i \)th receiver. The use of a single coefficient assumes a flat-fading or narrowband channel. The narrowband assumption is assumed to hold when the delay spread is small compared to the symbol rate of the transmitted signal. When this is not true, the broadband or frequency selective fading channel suffers from inter-symbol interference and a fading characteristic that varies significantly across the frequency band. For a traditional single-input single-output (SISO) channel, this is typically modeled using a convolution...
operation. The MIMO model can also be easily generalized for frequency selective fading using a block structure [6] for $H$ that combines the matrix channel with a convolution:

$$
\begin{bmatrix}
  x_1 \\
  \vdots \\
  x_{n_R}
\end{bmatrix} = \begin{bmatrix}
  H_{1,1} & \cdots & H_{1,n_T} \\
  \vdots & \ddots & \vdots \\
  H_{n_R,1} & \cdots & H_{n_R,n_T}
\end{bmatrix}
\begin{bmatrix}
  s_1 \\
  \vdots \\
  s_{n_T}
\end{bmatrix} + n.
$$

(2.2)

In this case each of the blocks is a convolution matrix of dimension $(N + \nu) \times N$, the transmitted signal has dimension $N n_T$, and the received signal and noise vectors have dimension $(N + \nu) n_R$, where $N$ is the block length for transmission, and $\nu$ is the maximum delay spread in samples. While the algorithms presented here will generally assume narrowband fading, using this structure they could easily be generalized for wideband fading, although the computational cost would certainly be increased.

The channel matrix can also be expressed as the sum over $L$ multipath components [6]:

$$
H = \sum_{l=1}^{L} \beta_l \begin{bmatrix}
  a_{R,1}(\theta_{R,l})I_{N+\nu} \\
  \vdots \\
  a_{R,n_R}(\theta_{R,l})I_{N+\nu}
\end{bmatrix} G_l \begin{bmatrix}
  a_{T,1}(\theta_{T,l})I_N & \cdots & a_{T,n_T}(\theta_{T,l})I_N
\end{bmatrix},
$$

(2.3)

where $G_l$ is the convolution matrix

$$
G_l = \begin{bmatrix}
  g_l(0) & 0 \\
  \vdots & \ddots \\
  g_l(\nu) & \cdots & g_l(0) \\
  0 & \ddots & \vdots \\
  & \cdots & g_l(\nu)
\end{bmatrix},
$$

(2.4)

which represents the pulse shaping function when sampled at the time delay associated with the $l^{th}$ multipath component. The coefficients $a_{R,1}(\theta) \ldots a_{R,n_R}(\theta)$ represent the steering vector at the receiver at an arbitrary angle $\theta$, and $a_{T,1}(\phi) \ldots a_{T,n_T}(\phi)$ are the corresponding steering vector at the transmitter at an angle $\phi$. The angles $\theta_{R,l}$ and $\theta_{T,l}$ respectively represent the angles of arrival and departure for the $l^{th}$ path. The gain of the $l^{th}$ path is $\beta_l$. In [6] it is proven that the rank of $H$ has an upper bound of

$$
\min \{ N L, (N + \nu) n_R, N n_T \}.
$$
In the narrowband case, we can assume a block size of 1, and that $\nu$ is 0, so the rank becomes $\min\{L, n_R, n_T\}$. The rank of $H$ is important because of its close connection to capacity, which will be shown in the next section.

One additional property of radio propagation channels that must also be considered in the MIMO context is how they vary over time. This is particularly important for applications that assume mobility of one or both ends of the channel. Two applications for which MIMO transmission has been considered are wireless LAN environments and cellular environments. Wireless LANs are a natural fit because of the rich multipath environment in the indoor channel [46, 47], and because a laptop computer is large enough to easily fit several antennas. In this type of channel, mobility speeds are likely to be quite slow, so the channel can be viewed as very slowly time-varying. Cellular channels are also a possible application of MIMO transmission, but they are slightly more challenging. Firstly, the smaller size of the mobile devices will make it difficult to fit multiple antennas, and secondly, the mobility can happen at much faster speeds. In this dissertation, we assume that the wireless channels are quasi-static, meaning that any time variation is slow with respect to the size of blocks of data that are transmitted. The quasi-static assumption is mainly adopted because it simplifies analysis and the algorithms presented here rely heavily upon it, but for wireless LAN applications, the assumption is realistic. For cellular applications, the algorithms presented here may still be usable, but will need to be adapted somewhat. For example, the hybrid algorithm in Chapter 4 allows the inclusion of noise statistics in the channel estimate, which could be used to accommodate time variation. Chapter 5 includes a study of indoor channel measurement data to determine the validity of the quasi-static assumption.

2.1.2 Single-User Capacity

The capacity of a channel, or the theoretical bound on transmission rate under a constraint on transmitted power, is an important analysis tool for communication channels. While it represents only an upper bound, it is an important indicator of the potential of a particular channel. This section reviews the derivation of capacity for the single-user MIMO channel. In discussing capacity, it is important to make some distinctions. First, capacity
is an inherent property of a given channel. Some of the algorithms presented in subsequent chapters have a maximum achievable throughput that is close to, but not the same as the system capacity, and should not be confused with the actual capacity of the channel. Also, the capacity of the channel changes as a function of the information available to the transmitter. This does not mean that there is more than one capacity, but rather, the transmitter that has knowledge of the channel can be regarded from the information theoretic point of view as a different channel than the “uninformed” or “blind” transmitter [48–50].

We assume linear pre- and post-processing at the transmitter and receiver, modeled by the matrices $M$ and $W$, respectively. If the transmitter transmits $m$ symbols simultaneously, we model this with a $m$ dimensional data vector $d$, implying that $M$ is $n_T \times m$ and $W$ is $n_R \times m$. The transmitted signal $s$ is $Md$, and the received signal $x$ is

$$x = HMd + n,$$  \hspace{1cm} (2.5)

and the receiver’s estimate of the transmitted signal $\hat{d}$ is

$$\hat{d} = W^* (HMd + n).$$ \hspace{1cm} (2.6)

The capacity of such a channel is [8]:

$$C = I(x; s) = H(x) - H(s) \hspace{1cm} (2.7)$$

$$= \log_2 \det[\pi e R_x] - \log_2 \det[\pi e R_n] \hspace{1cm} (2.8)$$

$$= \max_{R_x} \log_2 \frac{|R_x|}{|R_n|}, \hspace{1cm} (2.9)$$

where $I$ denotes mutual information, $H$ denotes entropy, $R_x$ is the covariance of the received signal $x$, and $R_n$ is the covariance of the noise term $n$ in equation (2.5). If the limit on the total transmitted power is $P$, the capacity for a single-user channel takes the form:

$$C = \max_{M, \text{s.t.} \text{tr}(MM^*) \leq P} \log_2 \frac{|R_n + HMM^*H^*|}{|R_n|} \hspace{1cm} (2.10)$$

$$= \max_{M, \text{s.t.} \text{tr}(MM^*) \leq P} \log_2 |I + R_n^{-1}HMM^*H^*|. \hspace{1cm} (2.11)$$

The optimal $M$ depends on what information about $H$ is available.
Informed Transmitter

If $H$ is known perfectly to the transmitter, then the capacity (called $C_{IT}$ for “informed transmitter”) is

$$C_{IT} = \max_{M', \Lambda_Z} \log_2 |I + M'^* H R_n^{-1} H M' \Lambda_Z|$$

$$\leq \sum_{i=1}^{m} \log_2 (1 + [W]_{ii} \lambda_{Z,i}),$$

where $W$ is defined as $M'^* H R_n^{-1} H M'$. In equation (2.12), $M$ is factored into two components: a set of steering vectors each with unit gain and a diagonal power weighting matrix, so that $M = M' \Lambda_Z^{1/2}$. The inequality in (2.13) is due to the fact that for any positive semidefinite matrix $A$,

$$|A| \leq \prod_i [A]_{ii}.$$  

Equality can be achieved in (2.14) when $A$ is diagonal, so the $M'$ which maximizes equation (2.12) independently of $\Lambda_Z$ is the solution that makes $W$ diagonal. $M'$ is therefore derived from the eigenvalue decomposition of $H^* R_n^{-1} H$:

$$H^* R_n^{-1} H = M' \Lambda_{2HR_n}^2 M'^*,$$

where $\Lambda_{2HR_n}^2$ is the diagonal matrix containing the eigenvalues. At this point, we have decomposed the channel into a set of orthogonal channels with gains of $\lambda_{2HR_n,n}$, the diagonal elements of $\Lambda_{2HR_n}^2$. The noise power in each channel will be one. The maximization can now be solved by determining the optimal power distribution among the channels, which is contained in the diagonal elements of $\Lambda_Z$. The solution to this problem is the well-known “water-filling” solution [8]:

$$\lambda_{Z,n} = \left( \mu + \frac{1}{\lambda_{2HR_n,n}^2} \right)^+,$$

where $(z)^+ \equiv \max\{0, z\}$, and $\mu$ is chosen so that the total transmitted power constraint is satisfied. The corresponding capacity of this channel then becomes

$$C_{IT} = \sum_{n=1}^{L} \log_2 \left( 1 + \lambda_{Z,n} \lambda_{2HR_n,n}^2 \right).$$
Figure 2.1 illustrates the water-filling problem for channels with equal gains and unequal noise powers, labeled in the diagram as $\sigma_1^2 \ldots \sigma_8^2$. This is equivalent to the problem considered here if the channel gains are normalized so that noise powers are equal. The term water-filling is used because graphically, the solution is equivalent to pouring a total amount of “water”, or signal power, into an irregularly shaped container. Note that in the case pictured here, two of the channels are not used.

In addition to solving the capacity problem, the water-filling solution can also be used to solve a second optimization problem. If the group of channels are to be used to achieve a minimum total transmission rate while minimizing the total transmitted power, the same solution applies, except that $\mu$ in equation (2.16) is chosen to satisfy the rate requirement, rather than the power requirement. Using the water-pouring analogy, this corresponds to pouring an indefinite amount of water until the requirement is satisfied, as opposed to pouring a fixed amount of water, or transmitted power.

Thus far, we have considered the general case where the noise covariance $R_n$ has any arbitrary structure. When the only source of noise at the receiver is thermal noise, then the noise will be spatially white, and $R_n = I$. In this case $M'$ corresponds to the right singular values of $H$. If there are other structured interference sources at the receiver, which are known to the transmitter, resulting in a non-diagonal $R_n$, the decomposition is equivalent to a spatial noise-whitening filter.
We now briefly examine the asymptotic behavior of capacity at high SNR, repeating results originally found in [6]. We assume that the $H$ matrix is normalized so that the noise power is 1, so the total transmit power $P$ represents the SNR. If $P$ is large, every one of the $\lambda_{Z,n}$ values will be nonzero, and the $\mu$ term will dominate the right side of (2.17), so that $\lambda_{Z,n} \to \mu = P/L$. So the capacity becomes

$$C \to \sum_{n=1}^{L} \log_2 \left( 1 + \frac{P}{L} \lambda_{HR,n,n}^2 \right)$$

$$\approx \sum_{n=1}^{L} \log_2 (\lambda_{HR,n,n}^2) + L \log_2 (P/L).$$

From this it is easy to see that at high SNR, capacity grows linearly with $L$, which is the rank of $H$. This connection between rank and capacity, and the connection between rank and multipath evident from (2.3) illustrates an important problem. The early work on MIMO channels, most notably [4], demonstrated the potential of MIMO channels using simulations that assumed the best possible channel conditions, specifically that all members of $H$ are Gaussian and independently, identically distributed (IID). While this may actually be the case in some channel conditions such as indoor channels which typically have significant multipath, many outdoor propagation environments tend to have fewer scatterers, so the multipath structure is dominated by a few paths, or even a single path, particularly where a line-of-sight component exists. These rank-deficient channels are often referred to as “keyhole” channels. A study of some propagation channels that have this effect is found in [51]. Channels with low rank or correlated fading characteristics have reduced capacity compared to uncorrelated full rank channels. Several recent works in the literature have studied capacity and optimal signaling schemes for channels with correlated fading [52–55]. As is the case with SISO channels, the fading properties of a MIMO channel will ultimately determine which transmission schemes make the most sense. Some of these transmission schemes are discussed later in this chapter.
Blind Transmitter

We now consider the case where the transmitter does not know the channel. If the statistics of $H$ are known, then it is possible to maximize the expected value of capacity, or ergodic capacity. If we assume that $H$ has Gaussian IID elements, we want to maximize

$$E_{H} \left[ \log_2 \det \left( I_{n_R} + HRsH^* \right) \right],$$

(2.20)

where $R_s$ is the covariance of the transmitted signal. Let the SVD of $R_s$ be $R_s = UDU^*$. Then the expectation is

$$E_{H} \left[ \log_2 \det \left( I_{n_R} + (HU)D(HU)^* \right) \right].$$

(2.21)

Since $HU$ is distributed identically to $H$, then $R_s$ that maximizes the expectation will be diagonal. The optimal $R_s$ that satisfies the power constraint is $R_s = P/n_T I$. So the capacity of a channel without CSI at the transmitter is:

$$C = \log_2 \det \left( I_{n_R} + P/n_T HH^* \right).$$

(2.22)

Figure 2.2 illustrates the capacity of blind and informed transmitters as a function of SNR. The two sets of curves represent $4 \times 4$ and $8 \times 8$ channel matrices. The capacity...
values represent a 10% outage probability of a set of randomly generated channels drawn from an IID Gaussian distribution. One clear trend is that as SNR increases, the difference between the blind and informed transmitters gets asymptotically smaller. This can be attributed to the fact that as the available power increases, all sub-channels in the water-filling solution are used, and the power distribution becomes closer to a uniform power distribution, which is equivalent to the power distribution in the blind transmitter case. A study of how SNR and other factors influence channel capacity is found in [9].

The results in Figure 2.2 call into question the value of obtaining channel information at the transmitter. In two-way communication systems, there are some ways to do this, such as using channel feedback in the reverse channel, or using estimates of the reverse channel to estimate the forward channel [36, 56, 57]. However, each of these comes at a cost, whether in computation or bandwidth, and poses different problems in estimation accuracy. At higher SNRs, the relatively small gap between channels with and without channel information at the transmitter is sufficiently small that it may be difficult to justify these costs. However, this assumes that the channel is full rank. When the channel is rank deficient, the gaps are larger, and having complete, or even only partial channel information available can be advantageous. To illustrate this, we include the derivation of capacity with partial channel information.

**Capacity with Partial Channel Information**

The problem of estimating a channel from measurements on the reverse channel is particularly challenging when Frequency Division Duplexing (FDD) is used. Direct estimates of the reverse channel do not correspond to the forward channel in this case. It is possible to estimate angle of arrival of the multipath components, provided the number of antennas is larger than the number of paths. However, as is seen in equation (2.3), synthesizing $H$ from angles of the paths requires both angle of arrival and angle of departure, so angle of arrival information provides only partial information about the channel. An additional situation where only partial channel information may be available to the transmitter is illustrated in [57], where averaging of subspaces is used in fast time-varying channels, and the weighting of the subspace is considered to be less stable than the subspaces.
themselves. This section presents a derivation of capacity for partial channel information originally found in [36].

Both of the partial information scenarios result in a situation where $H$ can be factored into

$$H = AB, \quad (2.23)$$

where $B$ is known to the transmitter, but $A$ is not. This is particularly relevant in low-rank channels, where the rank $L \leq n_R$. We assume that $B$ is $L \times n_T$. So the maximum dimension of the data vector $d$ is $L$. The capacity of the channel ($C_{\text{PI}}$) is

$$C_{\text{PI}} = \max_{M, \text{s.t. } \text{tr}(MM^*) \leq P} \log_2 \det \left( I + ABMM^*B^*A^* \right), \quad (2.24)$$

At high signal to noise ratios, the second term in the determinant dominates, so we will simplify and reduce the matrix to only one term, similar to the high SNR approximation used in [58]. This cannot be done directly, since the second term is not full rank, so dropping the identity term results in a determinant equal to zero. However, it can be shown using the singular value decomposition of $A$ that:

$$|I_{n_R} + ABMM^*B^*A^*| = |I_L + BMM^*B^*A^*A| \quad (2.25)$$

$$= |A^*A||(A^*A)^{-1} + BMM^*B^*| \quad (2.26)$$

$$\approx |A^*A||BMM^*B^*|. \quad (2.27)$$

The approximation in (2.27) is also a high SNR approximation, where the $(A^*A)^{-1}$ term is dropped because the second term in (2.26) still dominates. So, we can say that

$$C_{\text{PI}} \approx \log_2 |A^*A| + \max_M \log_2 |BMM^*B^*|. \quad (2.28)$$

Now the capacity has been split into two terms, the first of which is independent of our knowledge of the channel, and the second of which must be optimized. A similar transmit vector optimization problem is addressed in [59, 60] in the context of space-time coding, where an optimal code must be selected at the transmitter to maximize the diversity gain. The problem in this case is to maximize the second term in (2.28) subject to the power
constraint $\text{tr}(M^*M) \leq P$. Using a Lagrange multiplier $\lambda$, we take the derivative with respect to the matrix $M$ and set it to zero:

$$\frac{\partial}{\partial M} \log |BMM^*B^*| + \lambda [P - \text{tr}(M^*M)] =$$

$$2B^*(BMM^*B^*)^{-1}BM - 2\lambda M = 0 .$$ (2.30)

This results in:

$$\lambda M = B^*(BMM^*B^*)^{-1}BM. \quad (2.31)$$

Pre-multiplying both sides by $M^*$, taking a trace, and using the commutativity of matrices under the trace gives:

$$\lambda \text{tr}(M^*M) = \text{tr} (M^*B^*(BMM^*B^*)^{-1}BM)$$

$$= \text{tr} I_L = L . \quad (2.33)$$

Solving for $\lambda$ gives $\lambda = L/P$. Substituting this into the original expression gives an expression for $M$, which can be simplified one step further:

$$M = \frac{P}{L} B^*(BMM^*B^*)^{-1}BM$$

$$= \frac{P}{L} B^*(M^*B^*)^{-1}. \quad (2.35)$$

Pre-multiplying $M$ by $M^*$ yields

$$M^*M = \frac{P}{L} I_L . \quad (2.36)$$

which shows that in order to maximize the determinant and achieve the capacity, the columns of $M$ must be orthogonal.

Using the expression for $M$ and substituting it into $BMM^*B^*$ gives the second term of the capacity in (2.28):

$$MM^* = \frac{P}{L} B^*(BMM^*B^*)^{-1}BMM^*$$

$$BMM^*B^* = \frac{P}{L} BB^*(BMM^*B^*)^{-1}BMM^*B^*$$

$$= \frac{P}{L} BB^*$$

$$\log_2 |BMM^*B^*| = \log_2 |BB^*| + L \log_2 \frac{P}{L} . \quad (2.40)$$
Substituting this back into the expression for capacity, it now simplifies as follows:

\[ C_{pi} \approx \log_2 |AA^*| + \log_2 |BB^*| + L \log_2 \frac{P}{L} \]  
(2.41)

\[ = \log_2 |ABB^*A^*| + L \log_2 \frac{P}{L} \]  
(2.42)

\[ = \log_2 \left| \frac{P}{L} HH^* \right| . \]  
(2.43)

This is a function of the total transmitted power \( P \). The mean power per transmit antenna will be \( P/n_T \). The noise is assumed to have unit variance, so the SNR per transmit antenna is also \( P/n_T \). From equations (2.36) and (2.40) it can be inferred that the optimal transmit vectors \( M \) are a set of orthogonal vectors which span the column space of \( B^* \). The achievable throughput of this transmission scheme is actually equation (2.43) with the identity term that was previously removed added back in. So the capacity approximation is now:

\[ C_{pi} \approx \log_2 \left| I_{nR} + \frac{P}{L} HH^* \right| . \]  
(2.44)

Note that the difference between this expression and the capacity for a blind transmitter is the \( P/L \) term replaces the \( P/n_T \) term. So, if \( L = n_T \), partial channel information does not provide any advantage. For low rank channels where \( L < n_T \), there is an advantage in having partial information, because using the directivity of the transmitter to send information only into the space spanned by \( B \) offers better performance than no directivity.

Figure 2.3 compares the capacity of low-rank channels with complete, partial, and no channel information. The two sets of curves again represent \( 4 \times 4 \) and \( 8 \times 8 \) channels, but all of the channels in this case are rank 2. In this case, channels with partial information approach the performance of channels with complete information at high SNR, while channels with no information have a substantial performance loss.

### 2.1.3 MIMO Transmission Strategies

It is shown in [6] that the theoretical capacity of an \( n_R \times n_T \) channel of rank \( L \) is limited by \( \min\{n_R, n_T, L\} \). Except in cases where the number of multipath components is greater than the dimensions of \( H \), the rank will correspond to \( L \). Rich multipath channels such as urban or indoor environments will clearly benefit from the fact that they
will have nearly full-rank $H$ (depending on how big the arrays are), but there are many channels where $L$ is 1, or close to 1. In this case, parallel data transmission is not possible. As a result, two different general approaches to MIMO transmission have evolved, one emphasizing parallel data transmission and the other emphasizing diversity. A comparison of these two approaches can be found in [10].

**Spatial Multiplexing**

The first proposed transmission method that used the parallel data transmission approach was the BLAST algorithm in [5], which has subsequently been elaborated upon [61]. The BLAST algorithm essentially consists of transmitting a different data symbol out of each transmit antenna. Mathematically this is equivalent to $M = I_{n_T}$. Each block of symbols contains training data which is used at the receiver to estimate the channel. If simple linear combining is used at the receiver, a good solution is using the training data to compute an MMSE estimate of the channel and invert it to decode the remaining transmitted data. However, it has been shown in [5] that some non-linear solutions to this problem can have better performance than the optimum linear solutions. Specifically, the
authors propose a scheme in which the strongest of the signals is estimated first and subtracted from the signal, and then repeating this process until all signals have been decoded. As will be discussed later, this type of ordered processing has proven useful in multi-user environments as well.

Subsequent improvements on this scheme have included improved decoding techniques at the receiver [62] and smarter transmission methods that compensate for time variations in the channel. This class of algorithm is capable of achieving very high data rates, but is limited to situations where channel conditions are favorable. A good review of BLAST and related transmission methods is [61].

In a spatial multiplexing model of MIMO transmission, the channel modulation and demodulation matrices can be viewed as attempting to diagonalize the product $\mathbf{W}^* \mathbf{H} \mathbf{M}$. The BLAST approach [5], which does not use any channel pre-coding, essentially leaves the task of the diagonalization to the receiver. On the other hand, the water-filling solution of [6] breaks the channel down into its dominant subspaces, so that optimal power loading into the sub-channels can be performed. In this case, the diagonalization is accomplished by a combination of both $\mathbf{M}$ and $\mathbf{W}$. This observation proves to be very important in the multi-user case.

**Transmit Diversity**

An alternative approach to the MIMO channel is to use the additional antennas to improve diversity rather than focusing on parallel data transmission. It has been shown that a $n_T \times n_R$ channel has diversity order $n_T n_R$. This approach is commonly referred to as “space-time” coding because it focuses on designing codes that improve reliability by spreading the data across both space and time. An early example of this is the trellis-based code proposed in [63]. Another approach is the codes based on “orthogonal designs” [11,12], which are able to achieve near optimal diversity at both the transmitter and receiver using a very simple transmit diversity scheme.

The space-time codes and spatial multiplexing schemes represent two fundamentally different approaches to the MIMO channel, one which emphasizes high data rates and the other which emphasizes high reliability. The choice of which of these should be
used depends on the particular channel characteristics and design requirements. However, it is not completely necessary to choose only one or the other. Some recent work has proposed some schemes which allow a combination of the two approaches to achieve a compromise between the benefits of diversity and multiplexing [64, 65].

2.2 Multi-User Wireless Channels

Even for SISO channels, a multi-user environment can be taken to mean a variety of things. Perhaps the most common is the cellular model of a base communicating with multiple users. This same model can also apply to a wireless LAN environment. On the other hand, a wireless LAN could also use a peer-to-peer networking concept, where a group of users are part of a network and each user may want to use the channel to communicate with one of the other users. The cellular model is important because it is already in wide use, and compared to other models, presents a relatively simple starting point for analysis of new transmission algorithms. The peer-to-peer model is more challenging, but is becoming an important research area because of applications such as ad-hoc networking. The cellular model is assumed in this dissertation, and extending the problem to the peer-to-peer model would be a logical next step in furthering the research presented here.

One important aspect of modern communication networks to consider is the idea of Quality of Service (QoS). First and second generation cellular systems were designed specifically with voice services in mind, while third generation systems that are currently being implemented are designed with the intention of carrying a wide variety of voice and data services. Each type of service has specific requirements for transmission rate, error probability and latency, which can all be regarded as QoS. For example, voice communications require limited bandwidth, but very low latency, and a reasonably low bit error rate. On the other hand, data services will require higher rates, but have more lenient requirements on latency, and perhaps on error rates as well, since retransmission is more acceptable than in a voice channel. It is also possible for a wide variety of data rates to be made available to consumers, depending on what they are willing to pay for. The same is true to some extent for wireless LANs, except that they are less likely to be carrying voice
traffic. We assume here that questions of latency are the concern of higher layers in the networking model and that the primary concerns in the physical layer of a wireless network, which is the focus of this dissertation, are achieving the required rate and error probability. So, QoS will be taken to mean a requirement for a specific rate and bit error rate, with rate being the primary focus here.

Traditionally, the multi-user problem has been handled using three different multiplexing methods: time, frequency, and code division multiple access (TDMA, FDMA, and CDMA). TDMA means that the full frequency bandwidth of the channel is divided up into time slots and the channel is shared by allocating those time slots to the users that wish to share the channel. FDMA is similar, but the bandwidth is subdivided into frequency slots, which are allocated to the users. CDMA uses direct sequence spread spectrum, and allocates a different code sequence to each user sharing the channel. Each of these have different advantages which make them suited to particular types of channels. Some modern applications combine two or more of these.

A more recent type of multiplexing that has become prevalent with the use of arrays of antennas at the base stations of cellular systems has been dubbed space division multiple access (SDMA). This means that array processing methods are used at the base to allow two or more users to share the same channel. As will be shown later, the maximum number of users that can share the same channel in this way is a function of array size. Since in most cases it isn’t realistic to build a big enough array to accommodate all users, SDMA also is generally used in conjunction with other multiplexing methods. Chapter 6 deals with the problem of deciding which users should share channels in a multi-user MIMO environment.

2.3 The Multi-User MIMO Channel

In the literature multi-user MIMO has been taken to refer both to the case where the users have only one antenna and when they have multiple antennas. Both of these channels can reasonably be considered MIMO in the sense that there are multiple inputs and multiple outputs regardless of the particular configuration. However, the primary focus of this dissertation is the multi-user channel where both the base and users all have antenna
arrays, and unless noted otherwise, this is what multi-user MIMO will be taken to mean. This section discusses how the single-user MIMO model and capacity can be extended to the multi-user MIMO case.

2.3.1 Channel Model

In a cellular channel, there are two communication problems to consider. The first is a group of users all transmitting to the same base station, commonly referred to as the uplink. The reverse, where the base attempts to transmit signals to multiple users, is commonly referred to as the downlink.

Like the single-user MIMO channel, the multi-user MIMO channel can also be represented using matrix multiplication. In single-user MIMO channels, the benefit of MIMO processing is gained from the coordination of the processing among all of the transmitters or receivers. We assume that in the multi-user channel, there is no coordination possible among the users. Such coordination would be very difficult to achieve, and remains largely an open problem, but has been recently considered [66]. A result of the lack of coordination between the users is that the problem differs somewhat between the uplink and downlink channels. We now consider each of these separately.

The Uplink

Assuming a narrowband propagation environment, let $H_j$ represent the channel transfer matrix from the $j^{th}$ user to the base station in the uplink, and let $M_j$ and $d_j$ represent the modulation matrix and data vectors transmitted by user $j$. Let $K$ represent the number of users. Then the received signal at the base is

$$x = \sum_{j=1}^{K} H_j M_j d_j + n.$$  (2.45)

This is also referred to in the information theory literature as the “vector multiple access channel”. In this case the challenge is for the receiver to separate all of the simultaneously received signals, using multi-user detection, or other methods. Since the users are not able to coordinate with each other, there is little that can be done to optimize the transmitted signals. If some channel feedback is allowed from the transmitter back to the users, some
coordination may be possible, but it may require that each user know all users’ channels, rather than its own. Otherwise the challenge in the uplink is mainly in the processing done by the base to separate the users.

The Downlink

The downlink channel, where the base is simultaneously transmitting to a group of users, is the primary focus of this dissertation. In the information theory literature, the case where a base transmits signals to multiple users, is called the “broadcast channel”, and the MIMO version of it discussed here is referred to the “vector broadcast channel”. We consider a multi-user downlink channel with \( K \) users and a single base station. The base has \( n_T \) antennas, and the \( j \)th receiver has \( n_{Rj} \) antennas. The total number of antennas at all receivers is defined to be \( n_R = \sum n_{Rj} \). We will use the notation \( \{n_{R1}, \ldots, n_{R_K}\} \times n_T \) to represent such a channel (as opposed to writing \( n_R \times n_T \) as in a point-to-point MIMO channel). For example, a \( \{2, 2\} \times 4 \) channel has a 4-antenna base and two 2-antenna users. Similar to the uplink, we define the channel matrix from the base to the \( j \)th user as \( H_j \), and the associated modulation matrix as \( M_j \). The signal at the \( j \)th receiver is thus:

\[
x_j = \sum_{i=1}^{K} H_j M_i d_i + n_j = H_j M_S d_S + n_j
\]

where the following definitions apply:

\[
M_S = \begin{bmatrix} M_1 & M_2 & \cdots & M_K \end{bmatrix} \quad (2.48)
\]

\[
d_S = \begin{bmatrix} d_1^T & d_2^T & \cdots & d_K^T \end{bmatrix}^T \quad (2.49)
\]

\[
\tilde{M}_j = \begin{bmatrix} M_1 & \cdots & M_{j-1} & M_{j+1} & \cdots & M_K \end{bmatrix} \quad (2.50)
\]

\[
\tilde{d}_j = \begin{bmatrix} d_1^T & \cdots & d_{j-1}^T & d_{j+1}^T & \cdots & d_K^T \end{bmatrix}^T. \quad (2.51)
\]

The challenge in the downlink problem is to minimize the inter-user interference created by the transmitter. If the transmitter has knowledge of the users’ channels, it is then aware of what interference is being created for user 2 by the signal it is transmitting to user
1, for example. So, it is possible for the transmitter to avoid interference by carefully designing the $M_j$ matrices. Since the receivers have array processing capabilities, it is also possible to mitigate this problem on the receiving end, using what is known as multi-user detection (MUD). In this approach, the receiver is designed to detect and separate multiple signals, even though only one of them is of interest to the user. Obviously, this considerably increases the computational cost, which is often not acceptable since the users in cellular environments are usually small mobile devices. If the transmitter does not know the channel, and significant inter-user interference is not acceptable, the only available option is to resort to other traditional multiple access methods.

For future use, we also introduce the following matrices and notation related to transmission in the downlink channel. The system channel matrix for the downlink channel is:

$$H_S = \left[ H_1^T \ H_2^T \ \ldots \ H_K^T \right]^T.$$  \hfill (2.52)

We also define the following matrix which represents the channel matrix for all users other than user $j$:

$$\tilde{H}_j = \left[ H_1^T \ \ldots \ H_{j-1}^T \ H_{j+1}^T \ \ldots \ H_K^T \right]^T.$$  \hfill (2.53)

### 2.3.2 Capacity of the Multi-User MIMO Downlink

The capacity of multi-user MIMO downlinks is intimately connected with a result by Costa called “writing on dirty paper” [28], which is briefly summarized here. Suppose $X$ represents a transmitted signal, and $W$ and $Z$ are additive noise terms, so that the received signal $Y$ is

$$Y = X + W + Z.$$  \hfill (2.54)

Costa showed that if $W$ is known deterministically to the transmitter, then the capacity of the communication channel is the same as a channel with only the second interference term:

$$Y = X + Z,$$  \hfill (2.55)
regardless of whether or not the receiver knows $W$ and independent of the statistics of $W$. The concept of writing on dirty paper implies designing a code that avoids the known interference $W$. A tutorial example of this can be found in [29]. The dirty paper concept up to this point has had some application in problems such as data hiding, but has recently become useful in the downlink of multi-user MIMO channels, and has been shown to achieve the outer bound of the rate region of such channels.

Multi-user capacity can be taken to have different meanings. It is possible to consider the capacity of one particular user in the context of a system, or to consider the sum capacity of all users in the system. Under a single power constraint, it is possible to achieve a variety of different combinations of rates for different users by allocating resources differently to different users. The convex set of all achievable sets of rates for a multi-user channel is commonly referred to as a “rate region”. Several researchers have recently attempted to characterize the rate region for the multi-user MIMO channel [25, 27, 67]. It has been shown that the maximum sum capacity, as well as other points on the boundary of the region, are achievable by using the dirty-paper coding approach. This involves ordering the users in some arbitrary order $1 \ldots K$, and then for each user $j$ using dirty-paper codes to avoid the interference caused by transmitting to users $1 \ldots j-1$, since those signals are known completely. Actually designing this type of code is a very complex problem. One proposed approach can be found in [68].

This dissertation focuses on transmission methods that do not require new coding schemes, and thus the interference transmitted to other users than the intended user is treated as noise. In the information theory literature, a multi-user channel like this is referred to as a “degraded broadcast channel”. The advantage of this approach is that it allows simpler structures at both the transmitters and receivers, and can be applied to existing communication systems and protocols because it does not require new types of codes. We now examine the capacity of the degraded broadcast channel. It should be noted that the following capacity results which treat interference as noise assume that the interference has a Gaussian distribution, which is the distribution which maximizes entropy and thus capacity [8]. This assumption may not always be realistic in practice, but in matrix channels where the final noise term at the output is the result of an additional matrix product,
the interference will be asymptotically Gaussian as the size of the receiver’s array increases
due to the law of large numbers.

**Informed Transmitter, Single User Perspective**

When the users’ channels are known at the transmitter, SDMA can be employed
to increase capacity. In particular, the capacity of the channel for user $j$ is

$$C_j = \max_{M_j} \log_2 |I + (\sigma_n^2 I + H_j \tilde{M}_j \tilde{M}_j^* H_j^*)^{-1} H_j M_j M_j^* H_j^*|,$$  \hspace{1cm} (2.56)

where $\mathbf{R}_n$ is the covariance of the noise vector. The capacity is thus a function of not only what modulation matrix is chosen for the particular user of interest, but also those chosen for all other co-channel users as well. Viewing the problem entirely from the perspective of receiver $j$, capacity is maximized when

$$H_j \tilde{M}_j = 0,$$ \hspace{1cm} (2.57)

or, in other words, when the transmit matrix $\tilde{M}_j$ for all users other than $j$ lies in the null space of $H_j$. If this is done, then the capacity of user $j$ is equal to the water-filling capacity of the channel matrix $H_j$. Note that $n_T \geq n_R$ is a necessary condition for achieving (2.57), a requirement not imposed in the blind transmitter case.

**Informed Transmitter, System Perspective**

In general, the sum capacity of the channel from a system perspective ($C_S$) would be the sum over $j$ of all terms like (2.56), maximized over all $M_j$:

$$C_S = \max_{M_j, j=1...K} \sum_{j=1}^{K} \log_2 |I + (\sigma_n^2 I + H_j \tilde{M}_j \tilde{M}_j^* H_j^*)^{-1} H_j M_j M_j^* H_j^*|.$$  \hspace{1cm} (2.58)

The set of $M_j$ matrices that achieves the sum capacity of the system is the one that balances optimal power transmission to each user against the resulting inter-user interference. Using only beamforming (no dirty-paper coding), there is no simple way to find the optimal set of $M_j$ matrices that achieves this.
A suboptimal approach would be to force all of the multi-user interference to zero: \( H_i M_j = 0 \) for \( i \neq j \). The maximum information rate (\( C_{BD} \)) of such a scheme is:

\[
C_{BD} = \max_{M_S, H_i M_j = 0, i \neq j} \log_2 |I + 1/\sigma^2_n H_S M_S M_S^* H_S^*| \tag{2.59}
\]

\[
= \max_{H_i M_j = 0, i \neq j} \sum_{j=1}^{K} \log_2 |I + 1/\sigma^2_n H_j M_j M_j^* H_j^*| \leq C_S. \tag{2.60}
\]

Equation (2.60) results because the product \( H_S M_S \) takes on a block-diagonal structure, hence the subscript BD in equation (2.60). The throughput of the constrained solution \( C_{BD} \) is a lower bound for the channel capacity because the set of possible solutions for \( M_j \) has been reduced in size. However, at high SNR, the interference terms in equation (2.58) will be large relative to the noise, and the maximizing solution will force those terms toward zero. In the next chapter, we describe a block-diagonalization algorithm based on this idea.

**Blind Transmitter**

When the channel is unknown at the transmitter, it is not possible to communicate with multiple users simultaneously by means of SDMA without coordination between the user. Therefore, traditional multiplexing methods such as CDMA, TDMA, and FDMA are required. Because of bandwidth spreading, the capacity of a CDMA system requires additional considerations, and is not addressed here. In a TDMA or FDMA system, the capacity can be thought of as the average of the capacities of the \( H \) matrices for each user. Since the channel matrix is not known \textit{a priori}, the best that can be done is to assume \( M_j M_j^* = P/n_T I \) for each user. Assuming equal time sharing for all users, the system capacity for the uninformed transmitter (\( C_{UT} \)) will then be

\[
C_{UT} = \frac{1}{K} \sum_{j=1}^{K} \log_2 |I + \rho/n_T H_j H_j^*|. \tag{2.61}
\]

where the SNR \( \rho \) is defined as the total available system power \( P \) divided by the mean noise power \( \sigma^2_n \) at the receivers (we assume throughout the paper that the additive noise at each receiver has covariance \( \sigma^2_n I \)).
2.3.3 Multi-User Transmission Algorithms

The problem of transmitting data over multi-user MIMO downlinks is relatively new, and is an active area of research. In spite of all of the recent work on discovering the rate region for the uplink and downlink channels, few approaches to achieving the bound have actually been proposed. Of the work has been done so far, solutions to the problem can be classified in two general categories: those that use coding methods to avoid inter-user interference, and those that use a linear processing approach.

The Coding Approach

The coding approach to multi-user multiplexing is to use the Costa dirty-paper concept to avoid inter-user interference. The dirty-paper approach requires exact knowledge of the interfering signal, but if one assumes that the channel is known, the interference due to signals intended for other users can be known exactly, and dirty-paper methods can be used to avoid the interference. This approach has been shown to achieve sum-capacity, and the other boundary points of the capacity region [24–27, 67]. However, these results, much like Shannon’s original work, have really only established the existence of codes that achieve this rate, rather than propose any codes that might achieve them. Some more recent work such as [68, 69] has begun to address this issue, although with the primary focus on channels where the users have only one antenna.

The Linear Processing Approach

The signal processing approach to multi-user multiplexing assumes, as has been done extensively in this chapter, that each transmitter sends a linear combination of the symbols to be transmitted, and the receiver estimates the symbols also using linear processing. Thus rate and SINR constraints must be met by appropriately choosing the transmitter weights $\mathbf{M}_S$ and the receiver weights $\mathbf{W}_j$, while any channel coding in the symbols is assumed to be addressed separately. The advantage of this approach is that separating the spatial processing from all other parts of signal design (modulation, coding, etc.) makes it
possible for many of the ideas presented here to be used in conjunction with existing communication protocols, while achieving most of the available performance gain. The dirty-paper approach to multi-user transmission, while capable of higher capacity, combines all elements of signal design into one step and thus requires completely new communication protocols. Dirty-paper concepts still require a significant amount of research before they are ready for widespread implementation. While they may prove to be the superior solution in the long term, the signal-processing approach is likely to be more readily usable for real-world implementation in the coming years. The linear processing approach has already been studied extensively for the case where the users each have only one antenna. In this section, we review some previous results.

The simplest approach to this is channel inversion, which was originally proposed in [70], and later mentioned in [25, 71]. If the transmitter knows $H_s$, the channel can be diagonalized completely, eliminating all inter-user interference, by using the pseudo-inverse:

$$M_S = H_S^I = H_S (H_S H_S^*)^{-1}.$$  

(2.62)

Compared to other alternatives, this is perhaps the most computationally inexpensive. It is proposed in [72] that this approach be extended to the multi-antenna receiver case. This provides a feasible but sub-optimal solution. Chapter 3 of this thesis provides a optimal solution to the multi-antenna case under the constraint that all inter-user interference be forced to zero.

Forcing all interference to zero is useful mainly because of its low computational cost. Its main drawback is susceptibility to noise in the channel estimate. If the channel information available to the transmitter is in fact perfect, the “zero-forcing” approach will work well. However, since most practical systems will be subject to noisy channel estimates and time variation in the channel, any channel information available to the transmitter will be to some degree corrupted.

A more robust approach to multiplexing users in the downlink would be to allow some inter-user interference, but at controlled levels that are close to the noise levels. This
approach, referred to here as “interference balancing”, can potentially allow better solutions because it allows us to consider a larger set of possible solutions.

For the special case of one antenna per user, the simplest approach to this is a closed-form expression that is a generalization of channel inversion. Adding an additional term into the matrix inverse of equation (2.62), we obtain a structure that resembles an MMSE detector:

$$M_S = H_S^*(H_S H_S^* + \alpha I)^{-1}.$$  

(2.63)

In [68], it is shown that the SINR for each user is optimized when \(\alpha\) is chosen to be \(K/\rho\), where \(\rho\) represents SNR, and is defined as total transmitted power over average noise power. This solution also has minimal computational cost, and has been shown in simulations to be an improvement on channel inversion. Disadvantages of this solution are the restriction to one antenna per user, and the assumption all users have the same SINR requirements.

For the case when users have differing SINR requirements, several iterative solutions to the interference balancing problem exist. An excellent summary of these can be found in [32]. Because it will be used later in this dissertation, one of these algorithms is detailed here. Specifically, we are interested in solving the optimization problem of minimizing the total transmitted power while satisfying the SINR requirement for each user. The solution to this problem can be found in [32], and was originally derived in [73, 74]. To express the problem in mathematical terms, let \(\gamma_j\) represent the SINR requirement for user \(j\). Since we are dealing with the special case where \(n_{R_j} = 1\) for all users, we modify the notation slightly and call the channel matrix \(h_j^*\), the transmit vector \(m_j\) and the transmitted data \(d_j\). The received signal for user \(j\) is

$$x_j = h_j^* m_j d_j + \sum_{i \neq j} h_i^* m_i d_i + n_j.$$  

(2.64)

Let \(R_j\) represent the covariance \(E[h_j^* h_j]\). Then the SINR can be expressed as

$$\text{SINR}_j = \frac{m_j^* R_j m_j}{\sum_{i \neq j} m_i^* R_j m_i + \sigma_j^2}.$$  

(2.65)
If we assume that $E[s_js_j^*] = 1$, the optimization problem can be stated as

$$
\min \sum_{l=1}^{K} m_j^* m_l \\
\text{such that } m_j^* R_j m_j - \gamma_j \sum_{i \neq j} m_i^* R_j m_i \geq \gamma_j \sigma_j^2, \quad j = 1 \ldots K.
$$

(2.66)

Since the $m_j$ vectors contain power control information, we separate the power by defining $m_j$ as $\sqrt{\rho_j} u_j$, the product of a unit vector and a scalar containing the power gain. If the beamforming vectors $u_j$ are known, the values of $\rho_j$ have a straightforward solution, but the challenge is that the $u_j$ vectors are dependent on the $\rho_j$ values. This can be solved by reformulating the problem. It is shown in [32] that if $m_j$ are the optimal beamformers for the downlink and $u_j$ are the solution to the problem

$$
\min_{\rho_j} \sum_{l=1}^{K} \rho_L \\
\text{such that } u_j^* R_j u_j \left( \sum_{i \neq j} \rho_i \gamma_i R_j + I \right) u_j \geq 1,
$$

(2.67)

then for all the beamformers, $m_j = \sqrt{\rho_j} u_j$ for some positive constants $p_j$. This problem now assumes the same form as the uplink beamforming problem, and is therefore referred to as a virtual uplink problem. Using this result, the following algorithm can be used to solve for the optimal $m_j$ vectors.

**Optimal Downlink Beamforming for Power Control**

1. Initialize $\rho_j(1) = 1$ for $j = 1 \ldots K$

2. Repeat until convergence

   **Beamformer Update:** Find $\mu_j$ and $u_j$ such that

   $$
   \mu_j = \max_{\|u_j\|=1} \frac{\rho_j(n) u_j^* R_j u_j}{u_j^* \left( \sum_{i \neq j} \rho_i(n) \gamma_i R_j + I \right) u_j}.
   $$

   (2.68)

   **Power control update:** Let

   $$
   \rho_j(n + 1) = \frac{\gamma_j}{\mu_j} \rho_j(n).
   $$

   (2.69)
3. After convergence

\[ \eta = \begin{bmatrix} \gamma_1 \sigma_1^2 & \ldots & \gamma_K \sigma_K^2 \end{bmatrix}^T \]  

(2.70)

\[ [F]_{i,j} = \begin{cases} u_i^* R_i u_i & i = j \\ -\gamma_i u_i^* R_j u_i & i \neq j \end{cases} \] 

(2.71)

\[ p = F^{-1} \eta \]  

(2.72)

\[ m_j = \sqrt{[p]_j u_j}. \]  

(2.73)

The solution for \( \mu_j \) and \( u_j \) in equation (2.68) are equivalent to the maximum eigenvalue and corresponding eigenvector of the generalized eigenvalue problem

\[ \rho_j(n) R_j u_j = \mu_j \left( \sum_{i \neq j} \rho_i(n) \gamma_i R_j + I \right) u_j. \]  

(2.74)

An alternative solution to this problem, proposed in [32], uses semidefinite optimization tools to achieve the same result.

Several recent publications have also addressed this problem or closely related ones [30, 31, 75–85]. A variation on the problem using a 1-norm optimization is presented in [75]. The problem of maximizing throughput under a constraint on the total transmitted power is addressed in [76]. Closely related is the problem of maximizing the mean effective bandwidth, or the amount of network resource a user consumes for a given SINR [77]. The interference balancing approach to downlink beamforming does not always have a feasible solution. For example, it is possible for the matrix \( F \) in equation (2.71) to be singular. An analysis of conditions under which there exists a feasible solution to this class of problems is found in [78] as well as in [79], which also studies the similarities between the uplink and downlink problems. In cases where the desired set of rates does not have a feasible solution, a “rate balancing” approach could be considered, which seeks to maximize the ratio of achievable rate to desired rate [80, 81]. Each of these problems are similar, but have different constraints and optimization criteria. A comparison of these and the resulting solutions is found in [82]. One additional approach to the multi-user downlink is to integrate the dirty-paper coding and downlink beamforming methods [31,
83, 84]. A comparison of all of these approaches, including channel inversion, downlink beamforming, and dirty-paper methods, is found in [85].
Chapter 3

Closed-Form Solutions

In this chapter, we present three different non-iterative algorithms for choosing downlink transmit vectors for the case where the users in the network have multiple antennas. The first, Block Diagonalization, can be thought of as a generalization of channel inversion for situations with multiple antennas per user. The block-diagonalization algorithm can be applied to either the throughput maximization or power control problems, but is restricted to channels where the number of transmit antennas ($n_T$) is no smaller than the total number of receive antennas in the network ($n_R$). The second method is a Successive Optimization algorithm that addresses the power control problem one user at a time. It has a structure similar to that of the capacity-optimal dirty-paper methods, but without use of the dirty-paper codes. It can outperform block-diagonalization at low SNR, but it has the same limitation on channel dimensions. Finally, we propose a method for Coordinated Transmit-Receive processing, which relaxes the $n_T \geq n_R$ requirement by combining either of the previous algorithms together with the method of [35]. This hybrid approach accommodates up to $n_T$ users, regardless of their array sizes. The primary advantage of this and the other techniques proposed in this chapter are that they provide efficient, closed-form solutions that yield a reasonable trade-off between performance and computational complexity.

Section 3.1 outlines the block-diagonalization algorithm for two cases: first where the transmitter has complete channel information, and second where it has incomplete or partial information. Section 3.2 describes the successive optimization algorithm for achieving power control with arbitrary rate points. Section 3.3 discusses coordinated transmit-receive processing, a framework for extending the first two algorithms to handle
larger channel geometries, and finally Section 3.4 presents simulation results comparing the algorithms under various conditions.

3.1 Block Diagonalization Algorithm

This section outlines a procedure for finding the optimal transmit vectors $M_S$ such that all multi-user interference is zero. We assume the multi-user MIMO transmission model discussed in Chapter 2. Since the resulting product $H_SM_S$ will be block diagonal, the algorithm is referred to here as Block Diagonalization (BD). Note that when $n_{Rj} = 1$ for all users, this simplifies to a complete diagonalization, which can be achieved using a pseudo-inverse of the channel, as in equation (2.62). While complete diagonalization could also be applied when $n_{Rj} > 1$, and would have the advantage of simplifying the receiver (each antenna would receive only one signal), it comes at the cost of reduced throughput or requiring higher power at the transmitter, particularly when there is significant spatial correlation between the antennas at the receiver. The two approaches are compared in the simulation results of Section 3.4.

3.1.1 Block Diagonalization for Throughput Maximization

To eliminate all multi-user interference, we impose the constraint that $H_jM_j = 0$ for $i \neq j$. The achievable throughput of the resulting block-diagonal system is characterized by $C_{BD}$ in equation (2.60). Given $\tilde{H}_j$ defined as in (2.53), the zero-interference constraint forces $M_j$ to lie in the null space of $\tilde{H}_j$. This definition allows us to define the dimension condition necessary to guarantee that all users can be accommodated under the zero-interference constraint. Data can be transmitted to user $j$ if the null space of $\tilde{H}_j$ has a dimension greater than 0. This is satisfied when $\text{rank}(\tilde{H}_j) < n_T$. So for any $H_S$, block-diagonalization is possible if $n_T > \max\{\text{rank}(\tilde{H}_1), \ldots, \text{rank}(\tilde{H}_K)\}$. Thus, it is theoretically possible to support some situations where both $n_R > n_T$ and $\text{rank}(H_S) > n_T$ (for example the $\{3, 3\} \times 4$ channel). Assuming the dimension condition is satisfied for all users, let $\tilde{L}_j = \text{rank}(\tilde{H}_j) \leq n_R - n_{Rj}$, and define the SVD

$$\tilde{H}_j = \tilde{U}_j \tilde{\Sigma}_j \begin{bmatrix} \tilde{V}_{j}^{(1)} & \tilde{V}_{j}^{(0)} \end{bmatrix}^*, \quad (3.1)$$
where $\tilde{V}_j^{(1)}$ holds the first $\tilde{L}_j$ right singular vectors, and $\tilde{V}_j^{(0)}$ the last $(n_T - \tilde{L}_j)$ right singular vectors. Thus, $\tilde{V}_j^{(0)}$ forms an orthogonal basis for the null space of $\tilde{H}_j$, and its columns are thus candidates for the modulation matrix $M_j$ of user $j$.

Let $\bar{L}_j$ represent the rank of the product $H_j \tilde{V}_j^{(0)}$. In order for transmission to user $j$ to take place under the zero-interference constraint, $\bar{L}_j \geq 1$ is necessary. In general, $\bar{L}_j$ is bounded by $L_j + \bar{L}_j - n_T \leq \bar{L}_j \leq \min\{L_j, \bar{L}_j\}$ [86]. A sufficient condition for $\bar{L}_j \geq 1$ is that at least one row of $H_j$ is linearly independent of the rows of $\tilde{H}_j$. This condition is not as restrictive as it appears when viewed in the context of a system that uses SDMA in conjunction with other multiple access methods (TDMA, FDMA, etc.).

Consider a base station with a small number of antennas and a large group of users, where an SDMA-only solution is impractical. A more realistic implementation would divide the users into subgroups (organized so that the dimension requirements are satisfied within each group) whose members are multiplexed spatially, while the subgroups themselves are assigned different time or frequency slots. The linear independence condition can be met by intelligently grouping the users to avoid placing two users with highly correlated channels in the same subgroup. Note that both the dimension and independence conditions allow certain cases that can not be handled by channel inversion, which would require that all rows of $H_j$ be linearly independent of $\tilde{H}_j$. While this is not necessary for block diagonalization, it would still be beneficial, resulting in a higher value of $\bar{L}_j \geq 1$ and thus greater degrees of freedom for the final solution. Assuming that the independence condition is satisfied for all users, we now define the matrix:

$$H_S' = \begin{bmatrix} H_1 \tilde{V}_1^{(0)} & 0 & \vdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \hdots & H_K \tilde{V}_K^{(0)} \end{bmatrix}. \quad (3.2)$$

The system capacity under the zero-interference constraint can now be written as

$$C_{BD} = \max_{M_S'} \log_2 |1 + 1/\sigma_n^2 H_S'M_S'M_S^*H_S'|. \quad (3.3)$$

The problem is now to find a matrix $M_S'$ that maximizes the determinant. This is now equivalent to the single-user MIMO capacity problem, and the solution is to let $M_S'$ be the right singular vectors of $H_S'$, weighted by water-filling on the corresponding singular
values [6]. Thus, a solution for $M'_S$ based on an SVD and water-filling is the solution that maximizes sum capacity for the system under the zero-interference constraint.

The block structure of $H'_s$ allows the SVD to be determined individually for each user, rather than computing a single large SVD. Define the SVD

$$H_j \tilde{V}_j^{(0)} = U_j \begin{bmatrix} \Sigma_j & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_j^{(1)} & V_j^{(0)} \end{bmatrix}^*, \quad (3.4)$$

where $\Sigma_j$ is $\bar{L}_j \times \bar{L}_j$, and $V_j^{(1)}$ represents the first $\bar{L}_j$ singular vectors. The product of $\tilde{V}_j^{(0)}$ and $V_j^{(1)}$ now produces an orthogonal basis of dimension $\bar{L}_j$, and represents the transmission vectors that maximize the information rate for user $j$ subject to producing zero interference. Thus, we define the modulation matrix as:

$$M_S = \begin{bmatrix} \tilde{V}_1^{(0)} V_1^{(1)} & \tilde{V}_2^{(0)} V_2^{(1)} & \cdots & \tilde{V}_K^{(0)} V_K^{(1)} \end{bmatrix} \Lambda^{1/2}, \quad (3.5)$$

where $\Lambda$ is a diagonal matrix whose elements $\lambda_i$ scale the power transmitted into each of the columns of $M_S$.

With $M_S$ chosen as in (3.5), the capacity of the BD method in (2.60) becomes

$$C_{BD} = \max_{\Lambda} \log_2 \left| I + \Sigma^2 \Lambda / \sigma_n^2 \right|, \quad (3.6)$$

where

$$\Sigma = \begin{bmatrix} \Sigma_1 \\ \vdots \\ \Sigma_K \end{bmatrix}. \quad (3.7)$$

The optimal power loading coefficients in $\Lambda$ are then found using water filling on the diagonal elements of $\Sigma$, assuming a total power constraint $P$. A summary of the BD algorithm is given below.

**Sum Capacity Block Diagonalization Algorithm**

1. For $j = 1, \cdots, K$:
   (i) Compute $\tilde{V}_j^{(0)}$, the right null space of $\tilde{H}_j$. 
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(ii) Compute the SVD

\[ H_j \tilde{V}_j^{(0)} = U_j \begin{bmatrix} \Sigma_j & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_j^{(1)} \\ V_j^{(0)} \end{bmatrix}^*. \]

2. Use water filling on the diagonal elements of \( \Sigma \) to determine the optimal power loading matrix \( \Lambda \) under a total power constraint \( P \).

3. Set \( M_S = \begin{bmatrix} \tilde{V}_1^{(0)} V_1^{(1)} & \tilde{V}_2^{(0)} V_2^{(1)} & \cdots & \tilde{V}_K^{(0)} V_K^{(1)} \end{bmatrix} \Lambda^{1/2} \).

3.1.2 Block Diagonalization for Power Control

The problem with sum capacity maximization in a multi-user channel is that such an approach may result in one or two “strong” users (large \( H_j \)) taking a dominant share of the available power, potentially leaving weak users with little or no throughput. Consequently, in practice, the dual problem is often of more interest: i.e., minimize power output at the transmitter subject to achieving a desired arbitrary rate (a measure of QoS) for each user. For the single-user MIMO channel, these two optimization problems are essentially equivalent. Things are different for the multi-user case, however, and achieving a set of arbitrary rate points is much more complex. This problem is addressed for the case where each user has a single antenna in [30, 31]. We investigate below the more general case where all users may have multiple receive antennas.

If there are \( K \) users with desired rates \( R_1, R_2, \ldots, R_K \), then in general we must simultaneously solve \( K \) equations of the following form:

\[
2^{R_j} = \left| I + \left( \sigma_n^2 I + \sum_{i=1, i\neq j}^{K} H_j M_i M_i^* H_j^* \right)^{-1} H_j M_j M_j^* H_j^* \right|. 
\] (3.8)

such that \( \text{tr}(M_S M_S^*) \) is minimized. This a nonlinear system of equations with as many as \( n_T n_R \) unknowns. Because single-user MIMO capacity is a monotonic function of the given power constraint, the converse problem of minimizing transmitted power for a given rate can also be solved by water filling, as illustrated in Section 2.1.2. Extending this idea to the multi-user case, if the dependence of the equations can be removed by the addition of constraints, as done in the previous section with the throughput maximization problem,
the power minimization problem can also be solved in closed form. However, as before, it may result in a solution that is not globally optimal.

There are at least two ways to impose constraints so that an explicit solution to the system of equations in (3.8) is possible. We discuss one based on block-diagonalization here, and propose another in the following section. In step 2 of the BD algorithm described above, water filling with a total power constraint of \( P \) is performed with the singular values \( \Sigma_j \) from all users collected together. As an alternative, we replace this step by one that performs a water-filling solution separately for each user, where the power constraint for the user (denoted \( P_j \)) is scaled so that the rate requirement is satisfied. The block-diagonalization procedure removes all interdependence in the equations, and allows an explicit solution to each of the individual determinant maximizations. The algorithm is outlined in detail below.

**Power Control Block Diagonalization Algorithm**

1. For each user \( j = 1, \cdots, K \):
   
   (i) Compute \( \tilde{V}^{(0)}_j \), the right null space of \( \tilde{H}_j \).
   
   (ii) Compute the SVD
   
   \[
   H_j \tilde{V}^{(0)}_j = U_j \begin{bmatrix} \Sigma_j & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_j^{(1)} & V_j^{(0)} \end{bmatrix}^*. 
   \]

   (iii) Use water filling on the diagonal elements of \( \Sigma_j \) to calculate the power loading matrix \( \Lambda_j \) that achieves the power constraint \( P_j \) corresponding to rate \( R_j \).

2. Form \( \Lambda \) using the diagonal blocks \( \Lambda_1, \cdots, \Lambda_K \).

3. Set \( M_S = \begin{bmatrix} \tilde{V}_1^{(0)} V_1^{(1)} & \tilde{V}_2^{(0)} V_2^{(1)} & \cdots & \tilde{V}_K^{(0)} V_K^{(1)} \end{bmatrix} \Lambda^{1/2} \).

3.1.3 Partial Channel Knowledge

Thus far, we have assumed that the transmitter has knowledge of each channel matrix \( H_j \). In certain instances, this can be achieved using training data in a time-division
duplex system, or by means of channel feedback from the receiver. However, as discussed in Chapter 2, there are situations where it is possible to only obtain partial rather than full channel state information. In this section, we show how the block-diagonalization algorithm can be implemented for cases such that \( H_j = A_j B_j \), where \( B_j \) is known but \( A_j \) is not [36]. One case where this model is applicable occurs when temporal averages are performed on the subspaces of \( H_j \) [57], and due to fast time variation, the signal subspace is more stable than the corresponding singular values. Another occurs in conjunction with “physical” channel models based on individual multipath components. For example, if \( H_j \) is composed of contributions from \( L_j \) multipath rays, we may write

\[
H_j = \Phi_{R,j} \Gamma_j \Phi_{T,j} \equiv \begin{bmatrix} \alpha_{R,j}(\theta_{j,1}) & \cdots & \alpha_{R,j}(\theta_{j,L_j}) \end{bmatrix} \begin{bmatrix} \gamma_{j,1} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & \gamma_{j,L_j} \end{bmatrix} \begin{bmatrix} \alpha_{T,j}^H(\phi_{j,1}) \\ \vdots \\ \alpha_{T,j}^H(\phi_{j,L_j}) \end{bmatrix},
\]

(3.9)

where \( \alpha_{R,j}(\theta_{j,i}) \) is the \( n_{R_j} \times 1 \) steering vector at receiver \( j \) for the \( i \)th multipath signal arriving from angle \( \theta_{j,i} \), \( \alpha_{T,j}(\phi_{j,i}) \) is the \( n_T \times 1 \) steering vector at the transmitter for the corresponding transmit angle of departure \( \phi_{j,i} \), and \( \gamma_{j,i} \) is the complex gain for the corresponding path. Under this model, the transmitter may be able to estimate uplink angles of arrival (\( \phi_{j,i} \)), but in the absence of feedback it may have no information about either \( \Phi_{R,j} \) and \( \Gamma_j \). Thus, we associate \( A_j \) with \( \Phi_{R,j} \Gamma_j \) (unknown) and \( B_j \) with \( \Phi_{T,j} \) (known) in the factorization \( H_j = A_j B_j \).

Assume \( H_j = A_j B_j \), where \( A_j \) is \( n_R \times L_j \), \( B_j \) is \( L_j \times n_T \), and \( L_j \leq n_{R_j} \). Here, the condition \( H_i M_j = 0, i \neq j \), necessary to make the system block-diagonal, is equivalent to \( B_i M_j = 0, i \neq j \). Thus, we define the matrix \( \tilde{B}_j \) as in equation (2.50):

\[
\tilde{B}_j = [B_1^T \ldots B_{j-1}^T B_{j+1}^T \ldots B_K^T]^T.
\]

(3.10)

Let the SVD of \( \tilde{B}_j \) be \( \tilde{U}_{B_j} \tilde{\Sigma}_{B_j} [\tilde{V}_{B_j}^{(1)} \ldots \tilde{V}_{B_j}^{(K)}]^* \), where \( \tilde{V}_{B_j}^{(i)} \) corresponds to the right null space of \( \tilde{B}_j \). The optimal modulation matrix for user \( j \), subject to the constraint that the
inter-user interference is zero, is now of the form \( \tilde{V}_{B_j}^{(0)} M'_{j} \), for some choice of transmit vectors \( M'_{j} \). The system capacity of the BD approach in this case is thus

\[
C_{BD} = \max_{M'_{j}, j=1,\ldots,K} \sum_{j=1}^{K} \log_2 \left| I + \frac{1}{\sigma_n^2} A_j B_j \tilde{V}_{B_j}^{(0)} M'_{j} M'^{*}_{j} \tilde{V}_{B_j}^{(0)*} B_{j} A_{j}^{*} \right| \tag{3.11}
\]

\[
= \max_{M'_{j}, j=1,\ldots,K} \sum_{j=1}^{K} \log_2 \left| I + \frac{1}{\sigma_n^2} A_j^{*} A_j B_j \tilde{V}_{B_j}^{(0)} M'_{j} M'^{*}_{j} \tilde{V}_{B_j}^{(0)*} B_{j}^{*} \right| \tag{3.12}
\]

\[
\approx \max_{M'_{j}, j=1,\ldots,K} \sum_{j=1}^{K} \left[ \log_2 \left| 1 + \frac{1}{\sigma_n^2} A_j^{*} A_j \right| + \log_2 \left| B_j \tilde{V}_{B_j}^{(0)} M'_{j} M'^{*}_{j} \tilde{V}_{B_j}^{(0)*} B_{j}^{*} \right| \right] \tag{3.13}
\]

\[
= \sum_{j=1}^{K} \log_2 \left| 1 + \frac{1}{\sigma_n^2} A_j^{*} A_j \right| + \max_{M'_{j}, j=1,\ldots,K} \sum_{j=1}^{K} \log_2 \left| M'^{*}_{j} \tilde{V}_{B_j}^{(0)*} B_{j}^{*} B_j \tilde{V}_{B_j}^{(0)} M'_{j} \right|. \tag{3.14}
\]

Equation (3.13) is a “high SNR” approximation achieved by dropping the identity matrix in the previous equation, similar to the derivation of single-user capacity with partial channel information in Chapter 2. The last equation has two terms, one of which is dependent on the noise and terms unknown to the transmitter, and the second of which contains only known variables and the transmit vectors \( M'_{j} \). Thus, at high SNR, the optimal transmit matrix will only depend on the part of the channel that is known \( (B_j) \) and not on the part that is unknown \( (A_j) \). Equation (3.14) can be maximized by choosing \( M'_{j} \) to diagonalize the matrix inside the determinant, which is accomplished by letting it equal the right singular vectors of \( B_j \tilde{V}_{B_j}^{(0)} \). In the standard MIMO capacity maximization problem, there is still a sum inside the determinant at this point due to the noise term, which leads to the water-filling solution. However, because the noise term has been removed using the high SNR approximation, the determinant is now maximized by equally dividing the power among each spatial dimension.

### 3.2 Successive Optimization Algorithm

In this section, we describe another way of constraining the power control problem in order to achieve a closed-form solution. In the approach described here, we solve the equations one user at a time, optimizing each transmit matrix such that it does not interfere with any of the previous users. User \( j \) must optimize its transmit power to compensate for the interference received from users \( 1, \ldots, j-1 \), and subject to the constraint that it does
not interfere with any of those users. We refer to this approach as Successive Optimization (SO), and describe it in detail below. The capacity-achieving schemes in [24, 25, 27, 67] have a similar structure, but they assume at each successive step that the interfering signals are known completely, and use knowledge of these signals in coding the next signal. Here the only information used are the statistics of the interfering signals from previous steps, and hence the solution will be valid as long as the channel and the users’ statistics are stationary.

Assuming that user \( j \)'s signal is not interfered with by any subsequent user’s transmissions \((j + 1, \cdots, K)\), the noise and interference matrix for user \( j \) is:

\[
R_{ni,j} = \sigma_n^2 I + \sum_{i=1}^{j-1} H_j M_i M_i^* H_j^* .
\]  

(3.15)

Define the SVD of the previous \( j - 1 \) users’ combined channel matrix as:

\[
\hat{H}_j = \begin{bmatrix} H_1^T & H_2^T & \cdots & H_{j-1}^T \end{bmatrix}^T = U_j A_j \begin{bmatrix} \tilde{V}_j^{(1)} & \tilde{V}_j^{(0)} \end{bmatrix}. \]

(3.16)

If the rank of \( \hat{H}_j \) is \( \hat{L}_j \), then \( \tilde{V}_j^{(0)} \) contains the last \( n_T - \hat{L}_j \) right singular vectors. As in the block-diagonalization solution, we force the modulation matrix \( M_j \) to lie in the null space of \( \hat{H}_j \) by setting \( M_j = \tilde{V}_j^{(0)} M'_j \) for some choice of \( M'_j \). We now need to solve

\[
2^{R_j} = \left| I + M'_j \tilde{V}_j^{(0)*} H_j^* \left( \sigma_n^2 I + \sum_{i=1}^{j-1} H_j M_i M_i^* H_j^* \right)^{-1} H_j \tilde{V}_j^{(0)} M'_j \right| .
\]

(3.17)

such that \( \text{tr}(M'_j M'_j^*) \) is minimized. Under the constraints we have imposed, the solution can be found independently for each user. Finding \( M'_j \) to maximize the determinant leads to a water-filling solution using the following SVD:

\[
\tilde{V}_j^{(0)*} H_j^* \left( \sigma_n^2 I + \sum_{i=1}^{j-1} H_j M_i M_i^* H_j^* \right)^{-1} H_j \tilde{V}_j^{(0)} = Y_j A_{H,j} Y_j^* .
\]

(3.18)

The values of \( A_{H,j} \), the noise power, and the total power constraint are used to compute the power loading coefficients \( A_{Z,j} \) by means of the water-filling solution, and the modulation matrix for user \( j \) then becomes:

\[
M_j = \tilde{V}_j^{(0)} Y_j A_{Z,j}^{1/2} .
\]

(3.19)
where the water-filling coefficients in $\Lambda_{Z,j}$ are chosen such that the rate requirement $R_j$ is satisfied. The total transmitted power for all users is then the sum of the elements of all $\Lambda_{Z,j}$.

Using either the SO or BD methods results in a “rate region,” the convex set of achievable rates for all users at a fixed total power level. To illustrate the properties of the two optimization algorithms, Figures 3.1 and 3.2 show two dimensional rate regions for a randomly chosen $H$ matrix of dimension $\{2, 2\} \times 4$. Figure 3.2 uses the same $H$ as Figure 3.1, except that the channel of user 2 is attenuated by 10 dB, thus creating the so-called “near-far” problem. For only two users, there are 3 possible regions: the region resulting from BD, and two regions for SO, one where user one is optimized before user two (labelled “U1”), and one for the opposite case (labelled “U2”). The BD rate regions are derived by equally dividing the power among the users and choosing the power loading coefficients by “local” water filling as in Section 3.1.2, rather than globally. For comparison, an additional curve is shown for the case where the channel is unknown to the transmitter. This latter curve corresponds to transmission to a single user at a time, so the rate region is the line connecting the blind channel capacities for the two users. Three sets of curves are shown, for system SNRs of 3, 10, and 20 dB, respectively. The point on each curve representing the maximum sum capacity is indicated with a “*”.

In Figures 3.1 and 3.2, on the outermost (20 dB SNR) curves, the BD solution offers the highest sum capacity, but on the innermost set of curves (3 dB SNR), the region where BD offers a performance improvement over either of the SO curves is very small in Figure 3.1 and nonexistent in Figure 3.2. This isn’t necessarily surprising given the fact that the BD solution only approaches the true sum capacity at high SNR. It also implies that at low SNR, SO can yield better performance than any BD solution.

The asterisks on the BD curves represent the sum capacity optimization, which provides solutions that are generally good. However, suppose that a rate point $R_1 = 14$ and $R_2 = 2$ is desired. With a total SNR of 20 dB, this could be achieved with SO by putting user 1 first, but could not be achieved with BD. Additionally, SNR differences between users could have a similar effect, as illustrated in Figure 3.2. In this case the BD solution
Capacity for user 2

Rate Regions at SNRs of 3, 10, and 20 dB

Figure 3.1: Rate Regions for a randomly generated $H$ of dimension $\{2, 2\} \times 4$ at various power constraints.
results in a rate-region that is strongly biased toward user 1, but using SO with user 2 first results in a more balanced rate region.

For a system of $K$ users, there are $K!$ sequentially optimized solutions, and an important question is how to choose the best possible ordering. An algorithm for choosing a good ordering must have a lower computational cost than the “brute force” approach of computing all possible solutions, and still have a high probability of choosing the best ordering. Empirical tests have revealed that when users have a different number of antennas, the best solution frequently chooses the users with smaller numbers of antennas to be optimized first. Furthermore, as illustrated in the previous rate region plots, power savings can sometimes be obtained by choosing users with attenuated channels first. One approach that performs reasonably well, but at a significant computational cost, is to measure the degree of orthogonality between the spaces spanned by $H_j$ and $\tilde{H}_j$. If $W_j$ and $\tilde{W}_j$ are orthonormal bases for $H_j$ and $\tilde{H}_j$, and $\sigma_{W_j}$ is the smallest nonzero singular value of $W_j \tilde{W}_j^*$, then $\theta_j = \cos^{-1}(\sigma_{W_j})$ is the minimum angle between the subspaces spanned by the two matrices. A reasonable approach would be to schedule the users in order of increasing $\theta_j n_{R_j}$, but this only provides a computational savings over finding all possible solutions when there
are a moderate to large number of users (four or more). More work is needed to investigate better ordering schemes.

An additional possibility is to combine SO with BD in a hybrid scheme. For example, when one user is likely to require high priority (low SNR, high rate requirement, small number of antennas, etc), it would be scheduled first in the successive optimization. If the remaining users have less stringent requirements that are more or less equivalent, one could simply find a block diagonal solution for them, subject to the additional constraint that they do not interfere with the first user. Some of the results in Section 3.4 lend support to this idea.

3.3 Coordinated Transmit-Receive Processing

The BD and SO algorithms discussed thus far rely on the condition that $n_T \geq n_R$. In general, the transmitter can send $n_T$ interference free data streams, regardless of the number of users. In this section, we propose a framework for extending the applicability of the BD and SO algorithms to up to $n_T$ users, regardless of the users’ array sizes, by coordinating the processing between the transmitters and receivers. Our approach is based on the work of [35] for the power control problem. In [35], it was assumed that all users employ MMSE receivers. Since the transmitter already knows the channels and the signals to be transmitted, it can predict what the MMSE coefficients for each receiver will be. One data sub-channel is transmitted to each user (thus allowing $n_T$ users), an initial set of receiver vectors are assumed, and the optimal transmitter and receiver vectors are alternatively recomputed until the solution converges to one with minimum power. To avoid the computational cost of an iterative approach, and to allow for more than one data stream per user (for which no iterative solution has yet been proposed), we propose a fast alternative method that uses a reasonable initial receiver estimate followed by application of either the BD or SO algorithms. In addition to reducing computation, this allows a block-wise optimization of the transmit vectors for cases where multiple data sub-channels can be used.
Let $m_j$ be the number of spatial dimensions used to transmit to user $j$, and let $W_j$ be an $m_j \times nR_j$ matrix consisting of the $m_j$ beamformers user $j$ will employ in receiving data from the base. We now define a new block matrix $\mathbf{H}_S$:

$$
\mathbf{H}_S = \begin{bmatrix}
\mathbf{H}_1 \\
\vdots \\
\mathbf{H}_K
\end{bmatrix} = \begin{bmatrix}
W_1^* \mathbf{H}_1 \\
\vdots \\
W_K^* \mathbf{H}_K
\end{bmatrix}
$$

(3.20)

The matrix $\mathbf{H}_S$ has dimensions compatible with either the BD or SO algorithms when $\sum m_j \leq n_T$. Using $\mathbf{H}_S$ in place of $\mathbf{H}_S$ in either algorithm allows some inter-user interference to be transmitted, but this interference is eliminated at the output of the receiver beamformers since it is steered into the nulls of the $W_j$ beampatterns. The problem then becomes one of choosing $m_j$ and the beamformers $W_j$ for each user.

The number of sub-channels $m_j$ allocated to each user must obviously be 1 when $K = n_T$, assuming that all users are to be accommodated. The question is somewhat more difficult when $K < n_T$. In such a case, the additional degrees of freedom available to the transmitter can either be used to still send only one data stream to each user, but with an increased gain, or to allocate additional sub-channels to some or all users. If $n_T$ is not sufficient to allocate a secondary sub-channel to all users, the question of which user(s) should be given additional sub-channels will likely depend on the optimization to be performed. If system throughput is the primary concern, the optimal solution may likely be to give extra channels to stronger users. If power control is the goal, it may be more beneficial to give the users with weaker channels the extra sub-channels. Chapter 6 presents a detailed discussion of the resource allocation problem.

When the values of $m_j$ have been determined, it is then necessary to determine the $W_j$ matrices. The approach in [35] is to assume an initial set of $W_j$ matrices, and then iteratively compute $\mathbf{M}_S$ and $W_j$ given the known receiver structure. To avoid the computational expense of an iterative solution, we propose the use of an intelligent initial value for the set of $W_j$ matrices, followed by computation of the BD solution for the resulting $\mathbf{H}_S$. As shown in the simulations, this approach can result in a near-optimal solution. An obvious candidate for $W_j$, and the one we propose below, is to use the $m_j$ dominant left singular vectors of $\mathbf{H}_j$. An outline of how coordinated transmit-receive processing can be
used in conjunction with block-diagonalization is given in the following algorithm description:

**Coordinated Tx-Rx Block-Diagonalization Algorithm**

1. For \( j = 1, \cdots, K \):

   Compute the SVD \( H_j = U_j \Sigma_j V_j^* \).

2. Determine \( m_j \), the number of subchannels for each user.

3. For \( j = 1, \cdots, K \):

   (i) Let \( W_j \) be the first \( m_j \) columns of \( U_j \).

   (ii) Calculate \( \overline{H}_j = W_j^*H_j \).

4. Apply the block-diagonalization algorithm using \( \overline{H}_S \) in place of \( H_S \).

Note that since the beamformers \( W_j \) represent only a guess by the transmitter at the optimal receiver structure, they do not necessarily correspond to what the receiver will actually use. The optimal receiver will be the product of the first \( m_j \) columns of \( U_j \) from the BD algorithm and \( W_j \).

This coordinated processing can be used in conjunction with the SO algorithm as well, by using SO in the place of the BD algorithm in step 4. We make the following observations. First, for channels with \( m_j > 1 \), the optimal receiver is no longer \( W_j \), but a combination of \( W_j \) and the left singular vectors from the second SVD in the BD algorithm. Also, when \( m_j = 1 \) for all users, the block-diagonalization simplifies to a weighted pseudo-inverse of \( \overline{H}_S \). The coordinated Tx-Rx algorithms simplify to the standard BD and SO algorithms, when dimensions permit, by initializing them with \( W_j = I \).

In the simulation results that follow, we use coordinated processing with block diagonalization to compare the performance of a \( \{4, 4\} \times 4 \) channel for different numbers of sub-channels per user.
3.4 Simulation Results

In order to compare the maximum achievable throughput of the BD algorithm with other implementations, several special cases are considered. First, the number of antennas for each user \(n_{Rj}\) is held constant, so that for \(K\) users and \(n_{Rj} = M\), the total number of receive antennas is \(n_R = MK\). We consider in particular the \(\{1, 1, 1, 1\} \times 4\) and \(\{2, 2\} \times 4\) channels. All data were generated assuming the elements of \(H_S\) are independent complex Gaussian random variables with zero mean and unit variance.

As mentioned earlier, channel inversion is one method that has already been proposed for transmit vector selection [72]. For cases where \(n_T \geq n_R\), this provides a solution that perfectly diagonalizes \(H_S\) subject to the constraint that equal power is transmitted to each receive antenna. For sake of comparison, the performance of this algorithm will be included in the plots that follow. To obtain the capacity of such a scheme, the transmit power must be scaled to meet the power constraint. Define \(H_S^\dagger\) as the pseudo-inverse of \(H_S\). Then the modulation matrix that satisfies the power constraint \(P\) is

\[
M_S = \frac{\sqrt{P}}{\|H_S^\dagger\|_F} H_S^\dagger.
\] (3.21)

The maximum achievable rate \(R_{PI}\) for this scheme is:

\[
R_{PI} = \log_2 |I + H_S M_S M_S^* H_S^*| = \log_2 |I_{n_R} + (\rho/\|H_S^\dagger\|_F^2) I_L|
\] (3.22)

\[
= L \log_2 \left[1 + \rho \left(\sum_{n=1}^{L} \sigma_{H_S,n}^{-2}\right)^{-1}\right],
\] (3.23)

where \(L\) is the rank of \(H_S\) and \(\sigma_{H_S,n}\) is its \(n^{th}\) singular value. Note that in this implementation of channel inversion, water-filling is not performed and thus all users are ensured an equal rate. The block-diagonalization algorithm implemented with \(n_{Rj} = 1\) reduces to channel inversion, but with water-filling employed to maximize throughput. The plots that follow include results for both channel inversion and block-diagonalization when \(n_{Rj} = 1\), and any performance difference between the two can be attributed to the use of water-filling over equal-power transmission.

In the plots that follow, “Inversion” refers to the channel inversion algorithm of (3.21), “Block Diag” is the sum capacity BD algorithm of Section 3.1.1, and “Blind Tx” is
the capacity for the case where no channel information is available and the users are time-
multiplexed. As $\text{SNR} \to \infty$, we expect the achievable throughput of the BD algorithm to 
approach the sum capacity for $\mathbf{H}_S$.

Figure 3.3 compares the probability distributions of sum capacity for channels 
with dimensions $\{1, 1, 1, 1\} \times 4$, $\{2, 2\} \times 4$, and single-user $4 \times 4$. The SNR is 10 dB, and all 
channels are IID Gaussian. There is only one line representing the channel inversion algo-

rithm because its performance is identical for any configuration with the same total 
$n_R$ and $n_T$. This does not apply for simulations presented later, when the spatial correlation of the 
receive antennas is taken into account. It is interesting to note in Figure 3.3 that at low out-
age probabilities, the case where each receiver has only one antenna produces better results 
when channel knowledge is not assumed and the users are simply time-multiplexed. For 
the case of two antennas at each receiver, the average capacity gain derived from exploit-
ing channel knowledge using the BD algorithm is around 30%. Note that BD outperforms 
channel inversion at all outage probabilities.
Figure 3.4 fixes the outage probability at 0.1 and shows the same capacity curves as a function of SNR. For the \( \{2, 2\} \times 4 \) channels, the increase in capacity is fairly constant at around 30%, and for the \( \{1, 1, 1, 1\} \times 4 \) channel a significant capacity gain (also up to 30%) is only achieved at SNRs above 15 dB. Note how the availability of channel knowledge improves performance here for increasing SNR, unlike the single-user case.

Figure 3.5 shows the capacity as a function of the transmitter array size with the outage probability fixed at 0.1. The capacity gains of the BD algorithm are quite sizable here, up to a factor of 4 for the \( \{1, 1, 1, 1\} \times n_T \) channel, and a factor of 2 for the \( \{2, 2\} \times n_T \) channel. This is due to the ability of the block-diagonalization algorithms to optimally use the excess degrees of freedom available at the transmitter.

Figure 3.6 shows the variation in performance as a function of channel spatial correlation. For this case we illustrate the effects of correlated receive antennas, but not transmit antennas. This is a realistic scenario in which the base station has significantly separated elements, but the mobile terminals have closely spaced antennas. The channels for different users are assumed to be uncorrelated. In order to reduce the effect of spatial correlation to a single parameter, each column of \( \mathbf{H}_j \) is assumed to have covariance \( \mathbf{R} \), with elements \( R_{i,j} = \alpha^{|i-j|} \), where \( 0 < \alpha < 1 \) is represented on the horizontal axis in the
Figure 3.5: Capacity as a function of transmitter array size at an outage probability of 0.1 and an SNR of 10 dB.

Figure 3.6: Capacity as a function of channel correlation between Rx antennas at an outage probability of 0.1 and an SNR of 10 dB.
Figure 3.7: Capacity CCDFs for different cases of partial channel information.

plot. The channel inversion algorithm now has two curves because the channel matrices for each user are independent, resulting in a completely independent channel $H_j$ for the $\{1,1,1,1\} \times 4$ case, and a partially correlated $H_S$ matrix for the $\{2,2\} \times 4$ case (for no correlation, as was assumed in the previous figures, the $H_S$ matrices are statistically identical). For the $\{2,2\} \times 4$ case, as the channel becomes completely correlated, the capacity of the block-diagonalization solution decreases slightly, but less than the other algorithms.

Figure 3.7 illustrates the performance of the block-diagonalization algorithm for the case of partial channel information. Channels were generated for this example using angle of arrival information, as described by equation (3.9). We assume that only $\Phi_{T,j}$ is known to the transmitter for each $j$, and that it is used for the value of $B_j$ in the block-diagonalization algorithm. For the Monte Carlo trials used in this simulation, all angles of arrival are independent and uniformly distributed, and all multipath gains were generated as IID complex Gaussian random variables. The plot in Figure 3.7 contains data for a $\{3,3\} \times 6$ channel. Three algorithms are compared: first, BD with complete channel knowledge (labeled “complete”), second, BD with partial channel knowledge (labeled “partial”), and third, TDMA without any channel knowledge (labeled “none”). The results
for complete and partial channel knowledge for rank-1 channels are close enough to be indistinguishable in the plot. It can be seen that as the rank of the channel decreases, the performance difference between full and partial channel knowledge decreases. In the rank 1 case, at a 10% outage probability, channel information (complete or partial) enables nearly double the capacity. At the same outage rate, both complete and partial channel knowledge provide a modest gain in capacity for rank-2 channels, but for full rank channels partial information in this case does not provide any increase in capacity.

Figure 3.8 shows the performance of SO for different ordering algorithms, together with the performance of BD. “Optimal” ordering is found by a global search, “Angle Algorithm” refers to ordering with increasing $\theta_j n_{R_j}$ as explained in Section 3.2, “Frobenius Norm” refers to ordering according to the Frobenius norm of $H_j$ (so smaller $H_j$ will tend to go first), and “Random” means random ordering. In all cases, there were 6 transmit antennas and 3 users. Figure 3.8(a) shows the results for the $\{2, 2, 2\} \times 6$ channel, and Figure 3.8(b) shows results for a $\{1, 2, 3\} \times 6$ channel. The fact that BD achieves better performance than even the best SO algorithm supports the idea of hybrid optimization mentioned at the end of Section 3.2. It is obvious that the Frobenius norm, while simple to compute, is not a very good indicator for ordering (even worse than random ordering for equal array sizes), but the angle algorithm yields acceptable performance in both cases.

Figure 3.9 compares some of the previous results with the performance of coordinated transmit-receive processing, using CCDFs similar to those in Figure 3.3. Included for reference are the inversion and BD curves for the $\{2, 2\} \times 4$ channel. The $\{4, 4\} \times 4$ channel uses coordinated Tx-Rx processing with either 1 or 2 sub-channels per user, labeled in the figure as “1 SC” or “2 SC” respectively. For the case of a single sub-channel per user, we have shown the results of using an iterative approach as well (labeled “it.” in the plot). The iterative algorithm was implemented using maximal ratio combining ($w_j = H_j m_j$), and it alternates between updating the receiver and transmitter vector until convergence (using $\|M_{S,n-1} - M_{S,n}\|_F$ as a convergence metric). This approach did not converge in our simulations when multiple sub-channels per user were assigned. There are also potential numerical problems with such an approach even for single-channel cases if there is high correlation between users or if the channels are rank-deficient. The iterative approach
Figure 3.8: Performance of Successive Optimization compared with Block-Diagonalization for $n_T = 6$, random rate points in the interval $[2,8]$, and random channel gains in the interval $[-6,6]$ dB.
Figure 3.9: A comparison of probability densities of capacity for different channel geometries and channel decomposition algorithms at a system SNR of 10 dB.

here shows some small gains in performance, but it is inferior in some cases to the non-iterative two-sub-channel approach, illustrating the benefit of the “block optimization” that characterizes the BD and SO algorithms.

3.5 Conclusions

New approaches for optimizing information transfer in a multi-user channel have been presented here. They are sub-optimal in that they do not perfectly achieve the sum capacity of the channel, but the block-diagonalization algorithm asymptotically approaches capacity at high SNR. The successive optimization algorithm is better suited to the problem of minimizing power output for a fixed set of transmission rates than it is to the problem of maximizing throughput for fixed power. In low SNR channels, it often performs better than block-diagonalization, and it appears to also be a good choice for channels where users have different power levels or rate requirements. Both algorithms provide a straightforward, computationally efficient method of choosing “optimized” downlink transmit vectors, and allow for a good trade-off between performance and computational complexity. For channels whose dimensions will not support the block-diagonalization
or successive optimization algorithms directly, joint transmitter-receiver processing can be used to reduce the dimensionality of the problem so that these methods can be used. All of the algorithms have a fixed computational cost which is a function of the dimensions of the users’ channel matrices. For a system with \( K \) users, the BD and SO algorithms both require \( 2K \) SVDs, and the joint transmitter-receiver version of the BD algorithm can require as many as \( 3K \) SVDs. Many of the alternatives are iterative algorithms for which the computational cost will be higher, and can not be known in advance. The algorithms presented here all have the advantage of a fixed computational cost, and provide a sufficient performance advantage to justify the cost.

All of the algorithms presented require partial or complete knowledge of the channel at the transmitter. Past studies for the single-user channel have demonstrated that the gain from having such knowledge at the transmitter is often small, particularly at high SNR. In the multi-user case, however, the performance gap is much larger, and it increases rather than decreases as the SNR becomes large or as the number of transmit antennas grows. This may make the potentially high cost of obtaining channel knowledge at the transmitter more justifiable.
Chapter 4

Iterative Solutions

The closed-form solutions for downlink multi-user transmission presented in the last chapter are advantageous because of their simplicity, but the constraints required to make a closed-form solution can result in sub-optimal solutions. By relaxing the constraints and allowing a larger number of potential solutions, it is possible to achieve superior performance. These solutions, referred to here as “interference balancing”, trade-off the inter-user interference against the additive noise in the system, and are computed iteratively. For receivers with only one antenna, this problem has been addressed in [30, 32, 73, 74]. Extensions for multiple antennas can be found in [35, 87, 88]. In [35], it is assumed that the transmitters and receivers have arrays, but only one data stream is transmitted to each user. In [87], a single-user MIMO channel with multiple data streams is considered, and it is assumed that the QoS requirement for each user is known in advance. Because the constraints on these solutions are less restrictive than the ZF constraint, they result in less transmitted power than ZF solutions optimized for minimum power, although the ZF solutions approach them in performance at high SNR. Also proposed recently is a non-iterative scheme where the transmitter uses a structure similar to an MMSE receiver [68]. This approach is similar to the iterative interference-balancing solutions because it takes noise into account, and it has been shown to have better performance than the ZF solutions. However, it assumes all users have equal SINR (QoS) requirements, which we do not assume here. In this chapter we consider the problem of a base station transmitting to a group of users, all of which may have multiple antennas. The transmission of multiple data streams to a particular user is allowed if the user’s channel has sufficient rank, but the only QoS constraints are the total rate (i.e., sum of the rates of all data streams) transmitted to
that user and a specified bit error rate. We wish to achieve the QoS constraint for each user while minimizing the transmitted power.

To solve this problem we propose a new hybrid algorithm that combines the ZF and interference-balancing (IB) solutions. We first present extensions of the ZF and IB algorithms to more general scenarios than they were originally derived for (e.g., multiple antennas and/or data streams per receiver, more receive than transmit antennas, imprecise channel estimates, etc.). We then describe a hybrid algorithm that begins by using the generalized ZF algorithm to generate initial estimates of the receivers and the sub-channel gains. Given the sub-channel gains, a bit-loading algorithm is then employed to determine the optimal power allocation. By using this information to initialize the IB algorithm, a solution is obtained that converges more quickly and uses less transmitted power than other approaches. We also show how the IB step can be modified to include noise statistics when the channel information available to the transmitter is imperfect, and we show some simplifications that arise in the special case where only one data steam is transmitted to each user, allowing a further reduction in computational cost.

The chapter will proceed as follows. Section 4.1 outlines the channel model and notation. Section 4.2 reviews the Iterative Zero-Forcing and Interference-Balancing algorithms [89]. Generalizations to the interference-balancing approach are discussed in Section 4.3. The hybrid Zero-Forcing/Interference-Balancing algorithm is then presented in Section 4.4, and Section 4.5 presents some simulation results that illustrate its performance.

4.1 Problem Definition

A flat-fading MIMO channel with $n_T$ transmitters and $n_R$ receivers is typically modeled by an $n_R \times n_T$ matrix $H$, so that the received signal $x$ is

$$x = Hs + n,$$

where $s$ is the signal vector, and $n$ represents additive noise. We assume the channel to be quasi-static, and that the transmitter and receiver perform linear pre- and post-processing:

$$\hat{d} = W^*(HMd + n),$$
where \( \mathbf{d} \) is a data vector of arbitrary dimension \( m \), and the actual transmitted signal \( \mathbf{s} = \mathbf{M}\mathbf{d} \) is generated using an \( n_T \times m \) modulation matrix \( \mathbf{M} \) that includes all channel pre-coding done at the transmitter. The received signal \( \mathbf{x} \) is converted into an estimate of the original transmitted data \( \hat{\mathbf{d}} \) by an \( m \times n_R \) matrix \( \mathbf{W} \). The * operator denotes Hermitian transpose.

Consider a multi-user downlink channel with \( K \) users and a single base station. The base has \( n_T \) antennas, and the \( j^{th} \) receiver has \( n_{Rj} \) antennas. The total number of antennas at all receivers is defined to be \( n_R = \sum n_{Rj} \). We will use the notation \( \{n_{R1}, \ldots, n_{RK}\} \times n_T \) to represent such a channel (as opposed to writing \( n_R \times n_T \) as in a point-to-point MIMO channel). For example, a \( \{2, 2\} \times 4 \) channel has a 4-antenna base and two 2-antenna users. The channel matrix from the base to the \( j^{th} \) user is denoted by \( \mathbf{H}_j \), the associated modulation matrix by \( \mathbf{M}_j \), and the transmitted data vector \( \mathbf{d}_j \), which has dimension \( m_j \). The signal at the \( j^{th} \) receiver is thus:

\[
\mathbf{x}_j = \sum_{i=1}^{K} \mathbf{H}_j \mathbf{M}_i \mathbf{d}_i + \mathbf{n}_j, \tag{4.1}
\]

and that receiver’s estimate of the transmitted data is calculated using \( \mathbf{W}_j \):

\[
\hat{\mathbf{d}}_j = \mathbf{W}_j^* \left( \mathbf{H}_j \mathbf{M}_j \mathbf{d}_j + \sum_{i \neq j} \mathbf{H}_j \mathbf{M}_i \mathbf{d}_i + \mathbf{n}_j \right). \tag{4.2}
\]

If \( \mathbf{H}_j \) has rank \( L_j \), then \( m_j \leq L_j \). The total number of data streams or sub-channels allocated by the transmitter is \( m = \sum j m_j \). Any transmission method that attempts to cancel out all inter-user interference will have the requirement that \( m \leq n_T \), since a beamformer using \( n_T \) antennas can null out at most \( n_T - 1 \) interfering signals. For interference-balancing methods, it is theoretically possible to accommodate values of \( m > n_T \), but the existence of a good solution is unlikely except in certain special cases. Thus, we consider \( n_T \) to be a practical upper bound on \( m \) for all the algorithms considered here.

Clearly, if the number of users is larger than the number that can be supported using spatial multiplexing (SDMA), a likely scenario in cellular or wireless LAN systems, then other multiple access schemes must be used in conjunction with SDMA. An important question is how to allocate the users among the various available dimensions (space, time, ...
frequency, etc.). For example, if two users are located close to each other or have highly correlated spatial channels, it would make sense to assign them separate time or frequency slots, so that excess energy is not used to attempt to multiplex them spatially. Finding solutions to the resource allocation is discussed more extensively in Chapter 6, but it is introduced here in order to compare the approaches of choosing $m_j = 1$ versus using $m_j > 1$ in channels that can support both. For example, suppose a base has $n_T$ antennas and there are $n_T$ users, each having two antennas. The single-channel approach could be used to communicate with all $n_T$ users simultaneously. On the other hand, the users could be split into two groups of $n_T/2$ users and time-multiplexed (assuming $n_T/2$ is an integer). The transmitter could use the multi-channel approach to transmit 2 data streams to each user, but since only half the time is available, the bit rate constraints would need to be doubled. The optimal strategy that minimizes transmit power, including how to group users if more than one multiple access method is used, can likely only be found by global search, but the cost function is expensive to compute. This question is studied in the simulation results section. The following sections discuss methods of jointly optimizing $M_j$ and $W_j$ for all users simultaneously.

4.2 Relevant Algorithms

4.2.1 Generalized Iterative Zero-Forcing

The zero-forcing approach to multi-user downlink processing [37–40] is useful because it decomposes the channel into what is effectively a set of orthogonal single-input single-output (SISO) channels. Given the set of SISO channels and the gains associated with each one, power can be allocated to the channels to solve either the power control or throughput maximization problems. These two problems are closely related and have well-known solutions for a collection of non-interfering channels. A disadvantage of zero-forcing solutions is their sensitivity to noise, but in the case of a ZF structure at the transmitter, the “noise” that causes problems is in the channel estimate rather than in the communication channel. We assume for now that the channel is known perfectly, and consider noisy estimates in Section 4.3. Another problem with the schemes in [37–40] is the restrictions they place on the size of the arrays and number of users that can be supported.
In this section we outline a generalized iterative ZF algorithm that relaxes some of these assumptions.

The fundamental idea of the ZF solution is that interference is removed by forcing $H_iM_j = 0$ for $i \neq j$. This results in the constraint that the total number of antennas at all receivers must not be larger than the number of transmit antennas. However, for cases where $m_j$ is strictly less than $n_{R_j}$, the dimensionality of the problem can be reduced by viewing the “channel” for user $j$ as not just $H_j$, but $W_j^*H_j$, the transfer function from the transmitters to the output of the linear combiner at the receiver. The resulting structure is similar to the coordinated transmitter-receiver processing proposed in [35], but here we allow for $m_j > 1$.

Define $\tilde{H}_j = W_j^*H_j$ and

$$\tilde{H}_j = \begin{bmatrix} H_1^T & \ldots & H_{j-1}^T & H_{j+1}^T & \ldots & H_K^T \end{bmatrix}^T.$$  \hspace{1cm} (4.3)

The transmitter matrix $M_j$ for user $j$ will not interfere with the signal at the output of the receivers for other users if it lies in the null space of $\tilde{H}_j$. Define $\tilde{V}_j^{(0)}$ to be an orthonormal basis for the null space of $\tilde{H}_j$, and let

$$\tilde{H}_j \tilde{V}_j^{(0)} = \begin{bmatrix} U_j^{(1)} & U_j^{(0)} \end{bmatrix} \Sigma_j \begin{bmatrix} V_j^{(1)} & V_j^{(0)} \end{bmatrix}^*$$  \hspace{1cm} (4.4)

be the SVD of $\tilde{H}_j \tilde{V}_j^{(0)}$, where $U_j^{(1)}$ and $\tilde{V}_j^{(1)}$ correspond to the non-zero singular values of $\Sigma_j$. For user $j$, capacity will be maximized (under the zero-interference constraint) when the transmitter uses $V_j^{(1)}$ as its transmit vectors, the receiver uses $U_j^{(1)}$ as its linear combiner weights, and the gains are allocated by water-filling on the singular values in $\Sigma_j$ [6, 40].

Given an $\tilde{H}_j$ matrix, optimizing the transmitter and receiver for user $j$ is straightforward, but the difficulty is that the other users’ receivers ($W_j$) needed to form $\tilde{H}_j$ must be known. An iterative solution can be found by assuming an initial set of $W_j$ matrices, from which $\tilde{H}_j$ can be computed. This information is then used to compute $M_j$ and a new $W_j$ matrix. Since $\tilde{H}_j$ is now changed for all the other users, an iterative solution results in which the optimal transmitter and receiver matrices are successively recomputed until convergence. A good candidate for the initial $W_j$ is to use the dominant left singular vectors of each $H_j$ matrix.
To quantify algorithm convergence, define the “system” matrices
\[
H_S = \begin{bmatrix} H_1^T & \cdots & H_K^T \end{bmatrix}^T
\]
\[ (4.5) \]
and let \( S = \mathbf{H}_S \mathbf{M}_S \). Since the goal is that \( \mathbf{H}_S \mathbf{M}_S \) be (essentially) diagonal, [89] compares the maximum off-diagonal element of \( S \) to a certain threshold. However, since this ignores the magnitude of the diagonal elements of \( S \), a better alternative is to use the signal-to-interference ratio of each created channel, using the minimum value as the convergence metric:
\[
\min_{i=1,\ldots,K} \frac{|S|_{i,i}}{\sum_{j \neq i} |S|_{i,j}},
\]
\[ (4.7) \]
where the notation \([S]_{i,j}\) refers to the element in row \( i \) and column \( j \) of \( S \). In our simulation results, the generalized iterative ZF algorithm nearly always converges, although there are rare cases where the algorithm reaches an equilibrium point without satisfying the convergence threshold. As a result the algorithm is stopped after a fixed number of iterations. Since the main use of this method is as an initialization step in the hybrid algorithm in Section 4.4, this is not critical.

There are two special cases of the generalized ZF algorithm worth mentioning. The first arises when \( \sum n_{R_j} \leq n_T \) and \( m_j = n_{R_j} \) for all \( j \). In this case, the zero-forcing solution exists after the first iteration. We compare this to the “block-diagonalization” algorithm [37–40]. If we apply the generalized solution, we have \( \mathbf{H}_j = U_j \Sigma_j \mathbf{V}_j^* \), which results in \( \tilde{\mathbf{H}}_j = U_j^* \mathbf{H}_j = \Sigma_j \mathbf{V}_j^* \). However, the null space of \( \tilde{\mathbf{H}}_j \) in this case is the same as the null space of \( \mathbf{H}_j \), which is defined in [39] as:
\[
\tilde{\mathbf{H}}_j = \begin{bmatrix} H_1^T & \cdots & H_{j-1}^T & H_j^T & H_{j+1}^T & \cdots & H_K^T \end{bmatrix}^T,
\]
\[ (4.8) \]
so the receiver structure can be ignored, and the two solutions are therefore equivalent.

The second special case to consider is when \( m_j = 1 \) for all \( j \). The receiver structure derived from the ZF solution in this case is equivalent to a maximal ratio combiner
This single-channel-per-user approach is the same as the combined transmitter-receiver processing scenario in [35]. In that case, the transmitter used interference balancing, and an MMSE structure was assumed at each receiver, since it is better able to cope with the resulting structured interference than an MRC receiver.

### 4.2.2 Interference Balancing

Zero-Forcing algorithms have the advantage of allowing the channel decomposition and power distribution problems to be solved separately, making them easily adapted to handling either rate maximization or power control. On the other hand, interference-balancing algorithms, such as those in [30, 32, 33, 35, 90], require an SINR for each sub-channel to be specified, so they are useful for the power control problem but not easily extended to rate maximization. However, they have several advantages that make them worth considering. First, they can more readily accommodate noisy channel estimates. Second, they offer a better solution to the power control problem because the zero-forcing constraint is relaxed, allowing a larger set of possible solutions. This section and the next present a review of interference-balancing algorithms and a description of how they can be extended to the case of multiple antennas and multiple sub-channels per user.

We begin by considering the special case when all users have one antenna \((n_{R_j} = 1)\). The channel matrices are row vectors, which we will denote as \(h_j^T\). When the channels are all known to the transmitter, the SINR at the \(j^{th}\) receiver \((\gamma_j)\) is a function of the channels and the transmit vectors \(m_j\):

\[
\gamma_j = \frac{|h_j^T m_j|^2}{\sum_{i \neq j} |h_j^T m_i|^2 + \sigma_j^2}.
\]  

Since the QoS requirement for each user can often be directly mapped to an equivalent SINR \((\gamma_j)\) given the available signal and code designs, the goal is to find an optimal set of transmit vectors \(m_j\) that satisfy all of the \(\gamma_j\) requirements with minimum power. Define \(R_j = h_j^T h_j^T\) and represent the transmit vectors as \(m_j = \sqrt{\lambda_j} u_j\), the product of a real
scalar and a unit-norm vector. We want to minimize the total transmitted power ($\sum \lambda_j$), while satisfying (4.9) at the specified SINR or higher:

$$\lambda_j u_j^* R_j u_j - \sum_{j \neq k} \gamma_j \lambda_k u_k R_j u_k \geq \gamma_j \sigma_j^2.$$  \hspace{1cm} (4.10)

There are multiple solutions to this optimization problem in the literature [32, 73, 74].

4.3 Generalized Interference-Balancing

To begin, we generalize to the case where $H_j$ is a matrix (i.e., multiple antennas at each receiver) and a beamformer $w_j$ is used at the receiver (i.e., one data stream per user). We also assume that the estimate of $H_j$ is not perfect. If $H_j$ is obtained by feedback from the receiver, the primary causes of channel estimation error will be the finite length of the training signals, and time variation in the channel. It is reasonable to assume that the statistics of the estimate $\hat{H}_j$ are known. In the literature, this problem has been studied for some cases when $n_{Rj} = 1$. In [91, 92], it is assumed that either the mean or covariance of $h_j$ are known, but not both. In [32, 90], robust beamforming vectors are designed to take into account best and worst cases of the covariance matrices $R_j = E[h_j^T h_j^T]$.

Here we take a slightly different approach, assuming that we have an estimate of the channel $\hat{H}$, which we describe as the sum of the true channel and an error term:

$$H = \hat{H} + N.$$  \hspace{1cm} (4.11)

We assume that the error term is Gaussian with zero mean, and a covariance that is characterized by two matrices, a row covariance $R_R$ and a column covariance $R_C$, whose elements are defined as:

$$[R_R]_{i,j} = E \{ [N]_{i,l} [N]_{j,l}^* \}$$  \hspace{1cm} (4.12)

$$[R_C]_{i,j} = E \{ [N]_{k,i} [N]_{k,j}^* \}.$$  \hspace{1cm} (4.13)

We assume a separable covariance function, meaning that $E \{ [N]_{i,j} [N]_{k,l}^* \} = [R_R]_{i,k} [R_R]_{j,l}$. Since $R_R$ and $R_C$ are covariance matrices, there exist square roots $R_R'$ and $R_C'$ such that $R_R = R_R' R_R'^*$ and $R_C = R_C' R_C'^*$. Thus, the estimation error matrix can be represented
in terms of a matrix $X$ with independent, zero-mean, unit-variance complex Gaussian elements:

$$N = R'_R X R^*_C. \quad (4.14)$$

The above model does not account for all possible cases, but it is appropriate for many situations encountered in practice. One example is when $H$ is estimated from training data and sent through a feedback channel to the transmitter. Let $T$ be the matrix of training data, such that the received training signal $Q$ is

$$Q = HT + Y, \quad (4.15)$$

where $Y$ represents an additive noise term. Then the least squares estimate of $H$ is $\hat{H} = QT^*(TT^*)^{-1}$, and the error in the estimate is $Y(TT^*)^{-1}$. If the elements of $Y$ are uncorrelated, then $R_R = I_{n_R}$, and $R_C = TT^*$ (since $T$ is a design parameter, it can be chosen such that $TT^* = I_{n_T}$). One situation that is more likely to produce colored estimates of $H$ is when significant time variation in the channel is present. If the statistics of the time variations are separable in time and space (not an unreasonable assumption), then (4.14) will hold in this case as well.

Let $d_j$ be the symbol transmitted to user $j$. If user $j$ uses a predetermined unit-norm beamforming vector $w_j$, then the estimate of the transmitted symbol at the receiver will be:

$$\hat{d}_j = w^*_j \left( \sum_{i=1}^K H_j m_i d_i + n_j \right) \quad (4.16)$$

$$= w^*_j \left( \hat{H}_j + N_j \right) m_j d_j + \sum_{i \neq j} w^*_j \left( \hat{H}_j + N_j \right) m_i d_i + w^*_j n_j \quad (4.17)$$

signal ($\hat{d}_j^{(\text{sig})}$)  
noise ($\hat{d}_j^{(\text{noise})}$)
The transmitter views the “channel” as being the transfer function from the output of the transmitting array to the output of the receiver’s beamformer $w_j$, and the covariance of this channel is:

$$R_j = E \left[ H_j^* w_j w_j^* H_j \right] = \hat{H}_j^* w_j w_j^* \hat{H}_j + E \left[ N_j^* w_j w_j^* N_j \right]$$  \hspace{1cm} (4.18)

$$E \left[ N_j^* w_j w_j^* N_j \right] = E \left[ R_{C_j} X_j^* R_{C_j} R_{C_j}^* w_j w_j^* R_{C_j} \right]$$

$$= R_{C_j} \text{tr}(R_{R_j} w_j w_j^*) = (w_j^* R_{R_j} w_j) R_{C_j}$$  \hspace{1cm} (4.19)

$$R_j = \hat{H}_j^* w_j w_j^* \hat{H}_j + (w_j^* R_{R_j} w_j) R_{C_j}.$$  \hspace{1cm} (4.20)

Given $R_j$, and assuming the noise vector $n$ has covariance $\sigma_n^2 I$, the SINR for user $j$ becomes:

$$\gamma_j = \frac{E[\hat{d}_{j\text{sig}}^2]}{E[\hat{d}_{j\text{noise}}^2]} = \frac{\lambda_j u_j^* R_j u_j}{\sigma_n^2 + \sum_{i \neq j} \lambda_i u_i^* R_j u_i}.$$  \hspace{1cm} (4.21)

The result is that the problem is now identical to that posed in equation (4.10), except that the definition of $R_j$ now includes information regarding channel estimation error and user $j$’s beamformer. Solving this system of equations would require of course that the receiver weight vectors $w_j$ be known in advance. Since the transmitter knows what the statistics of the received signal at each user will be, it can predict $w_j$ for some receiver structures (eg. MMSE, maximal ratio combiner, etc.). If the transmitter first guesses an initial set of $w_j$ vectors, it is then possible to calculate all $R_j$ and solve (4.10) for the $m_j$ vectors. The transmitter’s estimate of each $w_j$ can then be updated according to the known receiver structure. Repeated alternating recalculation of $w_j$ and $m_j$ will reduce the required transmitted power until it converges to a minimum [33, 35, 87]. There are situations where equation (4.10) does not have a solution (see [32, 73, 74]). Care must be taken in choosing the initial set of $w_j$ vectors, because it is possible to choose an initial vector that does not lead to a solution, even when one exists. Furthermore, a poorly chosen initialization point can also increase the number of iterations required for convergence. We propose using $w_j$ vectors taken from either the multi-user zero-forcing solution, or the left singular vectors of the $H_j$ matrices.

The above method can be generalized one step further to accommodate the transmission of multiple data streams per user, provided the channel dimensions and rank
allow it. Assume that the SINR requirements for each sub-channel have been specified; i.e., let $\gamma_{j,k}$ represent the SINR required for the $k^{th}$ data stream and let $w_{j,k}$ be the corresponding column of $W_j$ for user $j$. If we define

$$R_{j,k} = \hat{H}_j^* w_{j,k} w_{j,k}^* \hat{H}_j + (w_{j,k}^* R_{j,k} w_{j,k}) R_{C_j},$$

the SINR is thus:

$$\gamma_{j,k} = \frac{\lambda_{j,k} u_{j,k}^* R_{j,k} u_{j,k}}{\sigma_n^2 + \sum_{j \neq l, k \neq m} \lambda_{l,m} u_{l,m}^* R_{j,k} u_{l,m}}.$$ (4.23)

Given a set of SINR requirements $\gamma_{j,k}$, solving the resulting set of inequalities like equation (4.10) is straightforward. The challenge is determining the optimal SINR requirements. A simple solution would be to use equal power for all channels, but this could easily result in a situation where sub-channels with low gain have unusually high amounts of power forced into them. In iterative interference-balancing algorithms, this results in more interference for other channels to deal with, and therefore solutions that require higher total power, as will be seen in the simulation results.

If we assume as we did in the derivation of the generalized ZF method that $m_j$, the number of sub-channels for user $j$, is determined in advance, an alternative approach is to estimate the best power distribution by using the first $m_j$ singular values of $H_j$ and water-filling. This approach, referred to here as the “SVD initialization,” will likely result in a power distribution that is superior to equal power, but will still be sub-optimal because it does not take into account the interaction with the channels of other users. The presence of high correlation between two users’ channels in certain dimensions (e.g., due to a strong common scatterer) can result in the algorithm allocating high transmit power to those dimensions, and lead to increased interference. In such cases, a better solution would distribute more power to spatial dimensions that are not common to both users.

### 4.4 Hybrid Zero-Forcing/Interference-Balancing Algorithm

We propose as an alternative approach a hybrid between the generalized ZF solution and existing interference-balancing solutions. The general idea is to begin by finding the zero-forcing solution, use the resulting sub-channel gains for determining the
power distribution, and the resulting $W_j$ matrices as a starting point for an interference-balancing solution. This approach has two advantages. The first is that the resulting power distribution takes into account the interaction of all users’ channels, and the second is faster convergence of the interference-balancing step due to the fact that the ZF step provides an excellent initialization.

The problem with using either the SVD or ZF initializations to determine power allocation is that the subsequent interference-balancing step will change both the transmitter and receiver vectors, resulting in different gains for each sub-channel, and making any previous power distribution sub-optimal. One possible solution is to add an additional outer iteration loop that re-allocates power based on the new sub-channel gains and repeats the entire process. However, such an approach would likely be computationally prohibitive. This problem is particularly challenging if the classic water-filling solution is used, which assumes signal constellations with infinite granularity. If we focus instead on more practical applications which will likely have a predefined discrete set of available constellations and code designs, we are then interested in finding the optimal power distribution using the available signal designs, a problem referred to in the literature as “bit-loading” [93–96].

The consequence of this approach for the hybrid algorithm is that there are now a finite number of possible solutions. Thus, solutions based on an initial estimate of the sub-channel gains are likely to be close to or even equal to the optimal power distribution, making the approach of estimating the power distribution without an outer iteration loop feasible.

We briefly explain the bit-loading algorithm used here. Bit-loading is a well-studied problem that is most well known for its application to multi-carrier modulation schemes, but that has recently been applied to the single-user MIMO channel [97, 98]. The bit-loading problem is illustrated in Figure 4.1, where bits must be allocated to a set of parallel channels with different noise powers similar to the water-filling problem illustrated in Figure 2.1. The difference is that this is an optimization problem over a discrete set of possible solutions. Solutions have been proposed for both power control and rate optimization. We are interested in power control, which in this case means determining the optimal bit distribution over the available sub-channels, given the sub-channel gains.
and a total required transmission rate and bit error rate. This is equivalent to the “Margin Maximization Problem” in [95]. The original algorithm for this problem is described in [93, 94], and requires $O(L \log L)$ computations for $L$ available channels. More recently, fast algorithms have been developed that are able to find the optimal distribution in $O(L)$ computations [95, 96], but we use the original algorithm here because of its simplicity and the small number of sub-channels we are dealing with. A brief summary of the algorithm is as follows: let $P_{n,l}$ be the power required to transmit $n$ bits through the $l$th sub-channel given the SINR of the sub-channel, and define $P_{0,l} = 0$. Initialize all channels to zero bits, and repeat the following steps until the desired total rate is achieved:

1. Compute $\Delta P_l = P_{N+1,l} - P_{N,l}$, where $N$ is the number of bits currently assigned to sub-channel $l$.

2. Let $k = \arg \min_{l=1 \ldots L} \Delta P_l$, increment $N$ for channel $l$, and recompute $\Delta P_k$.

Note that this method could also work for a code with non-integer rate $R$, as long as there exist codes of rate $2R$, $3R$, etc., up to the maximum possible rate.

A problem not yet addressed is how to determine values for $m_j$. If we assume that $n_T \geq n_{R_j}$, then $m_j$ will be limited by the minimum value of $n_{R_j}$ and $\text{rank}(H_j)$. If it is known that users are likely to have limited channel rank or receiver array size, it may make sense to assign $m_j = 1$ for all users in advance. We show in the next section how
this special case can result in significant computational savings, but it will likely be sub-optimal if some users have channel rank greater than one. The best choice of $m_j$ in this case becomes a function of the other users with which user $j$ is sharing a channel, and is difficult to find without an exhaustive search. An alternative solution, which we use here, is to determine how many sub-channels user $j$ would use in isolation by bit-loading using the singular values of $H_j$ as the sub-channel gains, and letting $m_j$ represent the number of sub-channels with non-zero power assigned to them. We evaluate the performance of assigning single versus multiple sub-channels per user later in the simulation results. The following is a complete outline of the proposed hybrid algorithm:

**Hybrid Zero-Forcing/Interference-Balancing Algorithm**

1. Determine $m_j$, the number of sub-channels per user, by bit-loading using the singular values of $H_j$ and the rate constraint $R_j$.

2. Given $R_j$ and $m_j$ for each user, compute the Generalized Iterative Zero-Forcing solution and use bit-loading to determine the sub-channel power distribution subject to meeting the rate constraints. Let $\gamma_{j,1} \ldots \gamma_{j,m_j}$ represent the resulting sub-channel SINRs for user $j$ and let $w_{j,l}$ be the $l^{th}$ column of $W_j$.

3. Define $R_{j,k} = \hat{H}_j^* w_{j,k} w_{j,k}^* \hat{H}_j + (w_{j,k}^* R_j w_{j,k}) R_{C_j}$. Find the unit vectors $u_{j,k}$ and power coefficients $\sqrt{\lambda_{j,k}}$ such that $\sum \lambda_{j,k}$ is minimized and

$$
\lambda_{j,k} u_{j,k}^* R_{j,k} u_{j,k} - \sum_{j \neq l, k \neq m} \gamma_{j,k} \lambda_{l,m} u_{l,m}^* R_{j,k} u_{l,m} \geq \gamma_{j,k} \sigma_{j,k}^2,
$$

using, for example, an available algorithm from [32].

4. Repeat until convergence (optional):

   (i) Recalculate the predicted receiver weights according to the algorithm used at the receiver. For MMSE, this is

$$
 w_{j,l} = \left[ H_j \left( \sum_{j,k} \lambda_{j,k} u_{j,k} u_{j,k}^* \right) H_j^* + \sigma_j^2 I \right]^{-1} H_j u_{j,l},
$$
assuming that the noise at the receiver is spatially white with variance $\sigma_j^2$. If the receiver has an MRC structure, the weights are

$$w_{j,l} = H_j u_{j,l}.$$  

In either case, the weight vectors must be normalized so that $w_{j,l}^\ast w_{j,l} = 1$.

(ii) Recalculate $u_{j,k}$ and $\lambda_{j,k}$ for all $j$ and $k$ (repeat step 3).

The reason that step 4 in the above algorithm is optional is that after step 3 is completed, a solution exists that satisfies all constraints, although sub-optimally. Step 4 generally accounts for most of the computational cost of the algorithm, and as will be seen in the next section, only a relatively small gain in performance. At each step, the required power to achieve the solution will be reduced slightly, so convergence is determined by comparing the required power to that of the previous iteration. If $P_n$ represents the total transmitted power at iteration $n$, the algorithm is considered to have converged when

$$10 \log_{10} \left( \frac{P_{n-1}}{P_n} \right) < \epsilon \text{ dB},$$

for some $\epsilon$. Note that this implies a minimum of 2 iterations.

### 4.4.1 The Single-Channel Case

An important special case of the Hybrid ZF/IB algorithm is when $m_j = 1$ for all users. This can be a natural consequence of channel dimensions or rank, but it may also be by design in order to simplify the system. There are some natural simplifications that arise in this situation, which can substantially reduce the computational cost of the hybrid algorithm.

The problem of transmitting a single data stream to each user with arrays of arbitrary dimension is discussed in [35], and the SINR is characterized by equation (4.21). The hybrid solution uses the generalized ZF algorithm to estimate a good power distribution among each user’s sub-channel and reduce the number of iterations in the interference-balancing step. With only one sub-channel per user, there is no need for sub-channel power distribution, but reducing convergence time is still important.
Normally, the generalized zero-forcing method in Section 4.2.1 uses a lengthy block-diagonalization procedure, but in the case of \( m_j = 1 \), one can simply use a pseudo-inverse: \( M_S = \overline{H}_S^\dagger \) (the zero-forcing solution in [25] is computed this way). The difference between this solution and the block-diagonalization procedure is that in this case the columns of \( M_S \) do not have unit length. Given the SVD \( H_j = U_j B_j V_j^\ast \), the zero-forcing approach will choose \( m_j \) as the first column of \( V_j^\ast \), since \( m_j = 1 \). The received signal \( H_j m_j d_j + n_j \) simplifies to \( u_j \beta_j d_j + n_j \), where \( u_j \) is the first column of \( U_j \) and \( \beta_j \) is the first singular value of \( B_j \). The optimal \( w_j \) is \( u_j \), which is equivalent to a maximal ratio combiner (note that this result does not hold when \( m_j > 1 \)). Thus it is possible to define \( w_j = H_j m_j \) and avoid computing an SVD to find \( w_j \). However, in order to repeat this process iteratively without causing the rows of \( \overline{H}_S \) to diverge, it is necessary to normalize \( w_j \) at each step. In addition to providing a good initialization point, another reason for using the generalized zero-forcing solution with the hybrid algorithm is its use in predicting a good power distribution among the sub-channels for a particular user. For a single channel per user, the SINR requirement is known without this step, so the first row of \( H_j \) is used as the initial estimate of \( \overline{H}_j \). These steps are illustrated in the single-channel version of the hybrid algorithm below.

**Fast Single-Channel SINR Balancing Algorithm**

1. Initialization: For \( j = 1, \ldots, K \), set \( w_j = \begin{bmatrix} 1 & 0 & \ldots & 0 \end{bmatrix}^T \)

2. Repeat until convergence:

   (i) \( \overline{H}_S = \begin{bmatrix} w_1^\ast H_1 \\ \vdots \\ w_K^\ast H_K \end{bmatrix} \)

   (ii) \( M_S = \overline{H}_S^\dagger \).

   (iii) For \( j = 1, \ldots, K \), set \( w_j = H_j m_j / \sqrt{m_j^\ast H_j^\dagger H_j m_j} \).
3. Let \( R_j = H_j^* w_j w_j^* H_j \). Find the unit vectors \( u_j \) and power coefficients \( \sqrt{\lambda_j} \) such that \( \sum \lambda_j \) is minimized and

\[
\lambda_j u_j^* R_j u_j - \sum_{j \neq k} \gamma_j \lambda_k u_k^* R_j u_k \geq \gamma_j \sigma_j^2,
\]

and then let \( m_j = \lambda_j u_j \).

4. Repeat until convergence:

(i) Recalculate predicted receiver weights, and normalize so that \( w_j^* w_j = 1 \).

(ii) Recalculate all \( m_j \) (repeat step 3).

Step 2 does not necessarily converge to a diagonal solution for \( H S M S \), but it generally converges to a diagonally dominant solution in just a few iterations. As before, after Step 3 is completed, a feasible solution exists, so Step 4 is optional. In addition to the cost of iterating to find the minimum power solution, a further problem is the unpredictability of how many iterations will be required. For situations where computational cost is critical, one could use a “fixed-cost” approach, where Step 2 is repeated a fixed number of times and Step 4 is omitted. This results in a feasible solution that comes at a known cost.

4.5 Simulation Results

For simulation results involving bit-loading, we assume that the required rate for each user is an integer number of bits/use. The available set of signals are the QAM constellations from 1-8 bits/symbol (including BPSK and QPSK as special cases). The power requirement is based on the upper bound on the symbol error rate from [99] (equation 5-2-80):

\[
P_M \leq 2 \operatorname{erfc}\left(\sqrt{\frac{3k}{2(M-1)} \gamma_b}\right),
\]  

(4.25)

where \( k \) is the number of bits, \( M = 2^k \), and \( \gamma_b \) is the average SNR per bit. The required bit error rate is fixed at \( 10^{-5} \), assuming no additional coding. Except where otherwise noted, the channels used in the simulations were randomly generated from an uncorrelated complex Gaussian distribution.
Figure 4.2: A performance comparison of the generalized iterative ZF algorithm for various antenna configurations at SNR=10 dB.

4.5.1 Zero-Forcing Performance

Figure 4.2 compares the performance of the generalized ZF algorithm for various antenna configurations. The system SNR is fixed at 10 dB (total transmitted power relative to mean noise power). The capacity numbers refer to the maximum sum capacity achievable under the constraints, and does not assume the use of bit-loading. For comparison, we include results for the single-user $4 \times 4$ MIMO channel. It is interesting to note that there is a performance gain from the $\{2, 2, 2, 2\} \times 4$ to the $\{4, 4\} \times 4$ channel, though both have the same total number of receivers. This illustrates the gain achievable using the block-wise processing that results from allowing two sub-channels per user.

4.5.2 Hybrid ZF/IB Performance

In this example, the Hybrid ZF/IB algorithm is compared with three other algorithms. The first is the ZF algorithm alone without the interference-balancing step. For an accurate comparison, we use bit-loading to determine the power distribution among the sub-channels instead of the water-filling approach used in [40]. The second is interference balancing with the SVD initialization described in Section 4.4, and is referred to in
Figure 4.3: A comparison of the power minimization capability of the algorithms for \(\{2, 2\} \times 4\) and \(\{1, 2, 3\} \times 6\) channels.

the plots as “SVD/IB”. The third algorithm uses interference balancing with equal power distribution among the sub-channels, and the SVD initialization. We also include results for the Hybrid solution and SVD initialization after only one iteration of the interference-balancing (IB) step, which yields a feasible solution for the QoS requirements without achieving optimality.

We consider two scenarios. The first involves a \(\{2, 2\} \times 4\) channel where both channels are uncorrelated complex Gaussian, with zero mean and unit variance. In the second, a \(\{1, 2, 3\} \times 6\) channel is assumed, where the channels are also uncorrelated and Gaussian, but with attenuations varying uniformly from 0-10 dB. In both cases, the rate requirements for the users are integers chosen randomly in the range of 2-8 bits/use per user. These same channel dimensions, attenuations, and transmission rates are used in Figures 4.3-4.6. Figure 4.3 shows the total SNR required to transmit at the requested QoS for both scenarios. The hybrid algorithm achieves a consistent performance improvement over all other solutions, up to 5 dB when compared with equal power distribution. The ZF solution performs well in the two user-case, but much worse in the three-user case. This is likely due to the variable channel attenuations, since the results in [40] show that the ZF
solution works best when the users have similar power levels. The excellent performance of the hybrid solution after only one iteration makes the “fixed-cost” approach an attractive alternative.

Figure 4.4 illustrates the number of iterations required for the scenarios considered in Figure 4.3 for the hybrid algorithm, SVD initialization, and equal power distribution. In this plot and other subsequent plots illustrating convergence speed, convergence was defined as occurring when two iterations produce a reduction in transmitted power of less than 0.01 dB. The hybrid algorithm converges consistently faster than SVD/IB for both cases, with a larger improvement in the three-user scenario, while IB with an equal power distribution converges faster in most cases.

4.5.3 A comparison of MMSE and MRC receivers

The hybrid zero-forcing/interference-balancing algorithm can be configured for any receiver structure that is a function of information available to the transmitter. Figure 4.5 compares the performance of the algorithm with MMSE and MRC receivers, using the same two-user and three-user setup as in the previous example. The MMSE receiver
performs better in both cases, with an improvement of 1-3 dB in average transmitted power. The larger improvements come in cases with difficult channels that lead to higher power requirements. For some applications, this increase in required power may be acceptable in order to reduce computation at the receiver.

Figure 4.6 shows the number of iterations required for the second stage of the algorithm to converge for both MMSE and MRC receivers. In most cases, assuming an MMSE receiver leads to faster convergence. The relative computational cost per iteration of MMSE and MRC at the transmitter is a function of array size, but these results indicate that while MRC will result in a reduced computational cost at the receiver, the cost at the transmitter can potentially be higher, due to an increase in the number of iterations required for convergence.

4.5.4 Single-Channel Performance

In order to examine the performance of the single-beam algorithm, we use a \( \{2, 2, 2, 2\} \times 4 \) channel and compare four scenarios. First, the conventional single-beam algorithm was run until convergence for the SVD initialization and for the pseudo-inverse
Figure 4.6: Comparison of the required iterations for convergence for MMSE and MRC receivers for \(\{2, 2\} \times 4\) and \(\{1, 2, 3\} \times 6\) channels.

Figure 4.7: Performance of the hybrid algorithm with different initialization methods and fixed numbers of iterations.
Figure 4.8: A comparison of the number of iterations until convergence for the hybrid algorithm for one data channel per user vs. the SVD initialization.

Initialization (Steps 1 and 2 of the algorithm in Section 4.4.1). We also tested the SVD initialization after a single iteration, and examined the “fixed cost” approach, in which the iterations in Step 4 are omitted, and the number of iterations in Step 2 are fixed. If Step 2 is allowed to converge, it does so typically in around 5 iterations, and in virtually all cases less than 10 iterations. While these iterations require much less computation than those of Step 4, it may still be desirable to keep computational cost fixed by repeating step 2 a predetermined number of times, rather than allowing it to repeat until convergence. Perfect convergence is not necessary since the purpose of Step 2 is only to find an intelligent guess at an initial set of $w_j$ vectors. Here we fixed the first step at 5 iterations. In Figure 4.7, we compare the fixed cost approach for 1, 2, 3, and 4 iterations with the SVD initialization and the final convergence point of both initializations. The final convergence points are virtually identical, verifying that they result in the same solution. All of the fixed-cost algorithms are substantially better than the SVD approach after 1 iteration, and it appears that 4 iterations are sufficient to reach near-optimal performance almost all the time.
The required number of iterations for convergence for the two initialization approaches are compared in Figure 4.8. The cost difference is quite dramatic—even more so than with the general ZF/IB algorithm and multiple sub-channels per user.

4.5.5 Multi-Channel/Single-Channel Comparison

In this section, we compare the multi-channel and single-channel approaches using a \( \{2, 2, 2, 2\} \times 4 \) channel. The users can all be accommodated simultaneously with \( m_j = 1 \), or they can be handled as two \( \{2, 2\} \times 4 \) channels with \( m_j = 2 \). For the \( m_j = 2 \) case, three distinct groupings are possible, and the performance of all three were evaluated. Figures 4.9 and 4.10 show results derived by choosing the best of the three, and a second curve representing the performance of one of the groupings chosen at random. The performance metric in this example is the median power required to transmit at the desired rates to all groups of users. The plotted performance numbers are derived by generating 1000 random channels and computing the median required transmit power over all implementations. All channels are assumed to be simple Rayleigh fading channels. Figure 4.9 compares the channel allocation strategies as a function of the transmission rate, which is
Figure 4.10: A comparison of channel allocation schemes as a function of correlation between receiver antennas.

assumed to be equal for all users. For this figure, all channels are uncorrelated. The performance gap between the optimal and randomly chosen grouping for the multi-channel approach is less than 0.5 dB at low transmission rates, and almost 1 dB at 5 bits per user. The single-channel approach outperforms the multi-channel approach only at the lowest rate of 2 bits/user. Thus, while the single-channel approach is attractive because of its reduced computational cost, the use of multiple sub-channels per user comes at a significantly lower cost in transmitted power as the transmission rate increases.

Figure 4.10 compares the two channel allocation approaches as a function of channel correlation when all users have a transmission rate of 2 bits/user. The $H_j$ matrices are independent of each other, and the columns of $H_j$ are independent, while the rows have covariance matrix $R$, where $E[[R]_{i,k}[R]_{j,k}^*] = \alpha|i-j|$, and $\alpha$ is the correlation parameter on the horizontal axis of Figure 4.10. In completely uncorrelated channels, the single-beam approach is about 1.5 dB better, while it is over 2 dB worse in highly correlated channels. For large $\alpha$, it is expected that the gain of the secondary sub-channels would be reduced. However, this example shows that the greater flexibility of using the secondary sub-channels results in better performance as the channel becomes more correlated.
4.6 Conclusion

We have presented a new hybrid algorithm for designing transmit vectors in multi-user MIMO downlink channels. By combining the properties of Generalized Iterative Zero-Forcing with bit-loading, a better initialization point for iterative interference-balancing algorithms is obtained that improves both the performance and the number of iterations required for convergence. We have also generalized the iterative solution to include imperfect channel information with known mean and covariance at the transmitter. The simulation results have revealed that the hybrid approach requires less transmitted power than all other approaches considered here, and is particularly better than distributing the power equally among the sub-channels. In terms of computational cost, the hybrid algorithm does not converge as quickly as interference balancing with an equal power distribution, but more quickly than other schemes that attempt to find a better initial power distribution. The use of MRC rather than MMSE receivers increases the required power slightly, and may increase computational cost at the transmitter, but comes with the benefit of reduced cost of the receiver.
Chapter 5

Spatial Multiplexing Algorithms Applied to Channel Measurements

The performance of all of the algorithms proposed in the last two chapters has been tested mainly on randomly generated channels with Gaussian gains that are uncorrelated from element-to-element of a user’s array, and from user-to-user. This assumption, which is frequently used throughout the recent literature on MIMO SDMA algorithms, is an ideal scenario, since the algorithms rely on the users’ channels being uncorrelated. It is clear that if two users are located too closely together, or if there is insufficient multi-path scattering, these assumptions will be violated. Thus, an important question to address is what propagation characteristics allow one to achieve effective SDMA. In this chapter, we study aspects of this question for realistic indoor environments using data from two sources. The first is measurement data from an indoor MIMO channel sounding experiment [100], and the second is a statistical channel model that has been designed to simulate typical indoor channel conditions [47]. Channel sounding measurements have been used to study the multipath richness of the single-user MIMO channel [101–110], but to date there has not been a similar study for multi-user MIMO channels.

This chapter focuses on two important issues. The first deals with how closely two users can be located in space before a significant reduction in SDMA performance (measured in terms of either capacity, total transmitted power, or SINR) is observed. The second is relevant when users in the network are mobile, and addresses the question of how far a receiver terminal can move before updated CSI is required. The results show that, although the absolute performance of the algorithms tested is somewhat different depending on whether actual measurement data or synthetic models are used, the answers to these questions is not.
Of the many different transmission schemes discussed in the previous chapters, three representative ones are used as test cases. First, Block Diagonalization is used to estimate the channel capacity. While the capacity of the BD algorithm is really only a non-tight lower bound on the actual channel capacity, the relative values for different user locations are adequate for predicting capacity as a function of inter-user and inter-antenna separation. We also investigate a few cases where the dimensions do not support Block Diagonalization, so Generalized Iterative Zero-Forcing is used. In order to compare the performance of transmit vectors resulting in orthogonal vs. non-orthogonal sub-channels, we also make use of the Hybrid Zero-Forcing/Interference-Balancing algorithm.

In the next section, we describe the experimental system that was used to collect the channel measurements, and Section 5.2 presents a corresponding statistical channel model for purposes of comparison. The results of the study are then presented in Section 5.3, which addresses the issue of inter-user channel correlation, and Section 5.4, which investigates the effects of user mobility.

5.1 Experimental Channel Measurements

A narrowband custom-made MIMO channel probing system designed and built at Brigham Young University (BYU) was used to collect channel measurements. Some details of the measurement system are discussed here, but a more complete description of the system, including diagrams, can be found in [105]. For the measurements used here, the system was equipped with ten monopoles forming a uniform circular array at both transmit and receive. The system was operated at a carrier frequency of 2.43 GHz, and the elements were positioned in a circle with a radius of 0.86 wavelengths so that the separation between adjacent elements was approximately one-half wavelength. The resulting $10 \times 10$ MIMO channel was sampled every 2.5 ms with a measurement bandwidth of 25 kHz.

The measurements used in this study were collected on the fourth floor of the Clyde Engineering Building on the BYU campus, which is constructed with steel-reinforced concrete structural walls and cinder-block partition walls. The measurements were taken with the transmitter in a fixed location and the receiver moving along a long corridor as illustrated in Figure 5.1. All channels in this scenario are non-line-of-sight
(NLOS), which generally allows for better multipath diversity but with reduced gain compared to the line-of-sight (LOS) case. A total of 10000 samples of the channel were taken over a length of 42.6 meters, which corresponds to 29 samples per wavelength. For a more detailed description of the measurement scenario and the equipment, see [100]. Multi-user scenarios were created by using multiple points along the path as channels for different users. To test the effects of a particular separation distance $d$, channel measurements at points separated by distance $d$ were compared along the entire length of the measurement set to calculate average and worst-case performance values.

Most of the test cases considered scenarios with fewer antennas than the original $10\times10$ data set. Appropriate antenna subsets were selected as follows. On the transmit side, antennas with maximal separation were chosen to mimic a fixed basestation that uses the entire 0.86 wavelength array aperture. For example, the solid circles in Figure 5.2 indicate how a subset of four antennas would be chosen from among the ten possible antennas for the transmitter. A mobile receiver, on the other hand, would be expected to have limited size, and thus only adjacent antennas were used in forming the subarrays for the end users.

An important issue that arises in MIMO channel data sets is how the various channels are normalized prior to processing. There are two common approaches. The first is to normalize over the entire data set, so that the ensemble of all of the measured
channels has a given average size (usually measured in terms of the Frobenius norm). This approach preserves relative power relationships between different channel samples, but is subject to large fluctuations due to multipath fading and variations in the number of walls between transmitter and receiver. We refer to this normalization approach as Global Channel Normalization (GCN). The second approach is to scale each individual channel sample to have the same Frobenius norm, and is referred to as Local Channel Normalization (LCN). This approach allows for more consistent comparisons with simulated data and makes the results less dependent on the specific physical environment. For the sake of comparison, both methods were used in the results that follow.

5.2 Statistical Model

Channel measurements are of great value in accurately predicting algorithm performance, but obtaining large quantities of measurement data can be prohibitive. When simulating communication systems, it is useful to be able to test them over a very broad range of channels, rather than on a data set from one specific location or group of locations. For this reason, statistical models are useful. Assuming that a model accurately reflects the channel conditions likely to be encountered, it is a relatively simple matter to generate large quantities of channels for simulation purposes. To complement the measured channels.
used in testing various SDMA algorithms, we also employ randomly generated data from a realistic statistical channel model described below.

The model used in this paper is the “double bounce” indoor channel model proposed in [47], which is a modified version of the models originally developed in [111] and [46], which is sometimes referred to as the Saleh-Valenzuela with Angle-of-Arrival (SVA) model. When applied to MIMO channels, a good statistical match has been observed with measured capacities in [112] and for a similar model in [102]. The basic properties of the SVA model are as follows:

- All arrivals are members of clusters. The time of arrival of each cluster and the arrivals within each cluster are characterized by a Poisson distribution, with separate delay parameters for the clusters and arrivals within clusters, denoted by $\Lambda$ and $\lambda$, respectively. For example, the PDF of $T_j$, the arrival time of cluster $j$, is:

$$f(T_j - T_{j-1}) = \Lambda e^{-\Lambda(T_j - T_{j-1})}.$$ 

- The amplitudes of all arrivals have a Rayleigh distribution, the mean of which (denoted by $\sigma_{kl}$ for arrival $k$ in cluster $l$) is determined by an arrival’s position within a cluster and the position of the beginning of the cluster. The mean amplitudes decay exponentially with two different decay constants: $\Gamma$ for the cluster decay rate, and $\gamma$ for the arrival decay rate. The mean amplitude is determined by the relation

$$\sigma_{kl}^2 = \sigma_0^2 e^{-T_l/\Gamma - t_{kl}/\gamma},$$

where $\sigma_0^2$ is found from the separation distance between the transmitter and receiver, and $t_{kl}$ is the time delay from the beginning of cluster $l$ to arrival $k$.

- The mean cluster angles-of-arrival are uniformly distributed over $360^\circ$. The angles-of-arrival of the rays within a cluster are taken from a Laplacian distribution, which is specified by a standard deviation $\sigma$.

- In [46], numerical values for the two rate-of-arrival parameters, the two amplitude decay parameters, and the angle-spread parameter were calculated to match measurements from two different buildings, one of which was the Clyde Building.
For MIMO channel simulations, it is also necessary to characterize the angle-of-departure at the transmitter. While this quantity was not explicitly measured in [46], it is reasonable to assume that for the indoor environment studied here, the departure angle statistics are similar to and statistically independent of the arrival angle statistics [47]. As shown in [112], this model matches measured MIMO channels well, but it lacks a mechanism for characterizing channel changes when either the transmitter or receiver moves an arbitrary distance. As discussed below, one approach to modeling motion is to base the multipath arrivals on the physical locations of scatterers in the channel, rather than simply time and angle-of-arrival [113, 114].

To incorporate motion in our channel simulations, the double-bounce model of [47] takes a modified version of the statistical model described above and uses it to generate scatterer locations. To do this, a random set of clusters are generated with their associated times, amplitudes, and angles as seen by the transmitter and receiver. It then assumes that each of the waves detected by the receiver are due to two bounces, one local to the transmitter and one local to the receiver, and calculates the location of the scatterers that produce the desired time and angle-of-arrival. This is illustrated in Figure 5.3. Given the location of each scatterer, it is then possible to allow a limited amount of mobility on the part of either the transmitter or receiver or both, which is adequate for the distances considered here. The clusters are distributed uniformly in angle, and the angles of arrival within a cluster have a Gaussian distribution with respect to the angular center of the cluster. Note that while the SVA model originally proposed a Laplacian distribution for this, the
variance of the angular distribution is likely to have a much more noticeable effect on the end results than the actual distribution. In order to simplify the model, the specific arrival times of each ray within a cluster are ignored, and are determined by the propagation distance specified by the angles-of-departure and arrival. This eliminates the need for the \( \lambda \) parameter. Likewise, all members of a cluster are assumed to have equal mean amplitude, eliminating the \( \gamma \) parameter. The original model in [46] assumes that the arrivals and clusters continue to be generated until some noise floor is reached. Here, we simplify things further by fixing the number of clusters and arrivals per cluster in advance.

The double-bounce model of [47] also allows for different types of antennas and polarizations. However, since the measured channel data used for comparison were all collected using monopole antennas, the same assumptions were used in the synthetic data, and the polarization features of the model were not used. Another recently proposed model [114] has some similarities to the double-bounce model, but has been adapted specifically for the case of outdoor cellular channels.

### 5.2.1 Model Parameters

In this section we briefly discuss the choice of the model parameters that were used in the simulation. Since the measurement data we are using as a reference are narrowband, we conducted only narrowband tests on the simulated channels, so the time of arrival component was ignored in synthesizing the MIMO array responses from the path data. Thus, the main use of the time of arrival parameter \( \Lambda \) is in predicting the total delay spread, which influences the maximum distance at which a scatterer may be located from the transmitter or receiver. We now analyze the relationship between the amplitudes of each cluster with other clusters as a function of the model parameters.

The mean amplitude of the arrivals in a cluster decays exponentially over time, and the actual amplitudes are Rayleigh distributed with respect to the mean. Since the phase is uniformly distributed over the interval \([0, 2\pi]\), each arrival is effectively a Gaussian random variable with zero mean and variance \( \sigma_n^2 \) for the \( n^{th} \) cluster. Each \( \sigma_{n+1}^2 \) is related to
the previous $\sigma_n^2$ by the same distribution. The relationship between the variance for arrivals $n$ and $n + 1$ is

$$\sigma_{n+1}^2 = \sigma_n^2 e^{-\Delta T / \Gamma}, \quad (5.1)$$

where $\Delta T = T_{n+1} - T_n$ is the difference in time of arrival between clusters $n$ and $n + 1$. The statistical model characterizes this time difference using an exponential distribution with parameter $\Lambda$:

$$f(\Delta T) = \Lambda e^{-\Lambda \Delta T}. \quad (5.2)$$

This results in the following distribution for $\sigma_{n+1}^2$ with respect to $\sigma_n^2$:

$$u = \sigma_{n+1}^2 = W(t) = \sigma_n^2 e^{-t / \Gamma} \quad (5.3)$$

$$t = W^{-1}(u) = -\Gamma \ln \frac{u}{\sigma_n^2} = \ln \left( \frac{u}{\sigma_n^2} \right)^{-1} \quad (5.4)$$

$$|J| = \left| \frac{\partial}{\partial u} [W^{-1}(u)] \right| = \frac{\partial}{\partial u} \left( -\Gamma \ln \frac{u}{\sigma_n^2} \right) = \frac{\Gamma \sigma_n^2}{u} \quad (5.5)$$

$$f(\sigma_{n+1}^2) = f(t = W^{-1}(u)) |J| \quad (5.6)$$

$$f(\sigma_{n+1}^2 | \sigma_n^2) = \Lambda \Gamma \left( \frac{\sigma_{n+1}^2}{\sigma_n^2} \right)^{\Lambda \Gamma - 1}. \quad (5.7)$$

It can be shown that the mean of this distribution is\(^1\):

$$E(\sigma_{n+1}^2 | \sigma_n^2) = \sigma_n^2 \Lambda \Gamma \int_0^1 u^{\Lambda \Gamma} du = \sigma_n^2 \frac{\Lambda \Gamma}{\Lambda \Gamma + 1} u^{\Lambda \Gamma + 1} \bigg|_0^1 = \frac{\Lambda \Gamma}{\Lambda \Gamma + 1} \sigma_n^2. \quad (5.8)$$

$$E(\sigma_{n+1}^2 | \sigma_n^2) = \sigma_n^2 \Lambda \Gamma \int_0^1 u^{\Lambda \Gamma} du = \sigma_n^2 \frac{\Lambda \Gamma}{\Lambda \Gamma + 1} u^{\Lambda \Gamma + 1} \bigg|_0^1 \quad (5.9)$$

With this information, it is possible to predict the relationships between cluster amplitudes without time-of-arrival information. The original measurement data used to derive the model parameters for the Clyde Building at BYU yielded estimates of $1/\Lambda = 17$ ns and $\Gamma = 34$ ns, resulting in a product $\Lambda \Gamma \approx 2.0$ (note that this product is unitless). The expected amplitude of each cluster with respect to the previous one is thus 0.67.

\(^1\)For simulation purposes, this distribution can be generated easily from a uniform distribution. If $w$ is uniformly distributed on $(0, 1)$, $u = w^{1/\nu}$ has the probability density $f(u) = \nu u^{\nu - 1}$. 

In order to verify that reasonable values for the model parameters have been chosen, the singular values of the measured and simulated channel matrices were compared. In a channel with several clusters uniformly distributed in angle, there is likely to be
some correlation between the amplitude spread of the clusters and the eigenvalue spread of
the associated $H$ matrix. To compare the properties of the measured and synthetic $H$
matrices, we calculated the singular values of each measured $H$ matrix, and a corresponding
number of model-generated $H$ matrices. Let $\alpha_n$ represent the $n^{th}$ singular value of
$H$. We calculated $\alpha_n/\alpha_{n+1}$ for $n = 1 \ldots n_T - 1$, and plotted the mean values of these ratios in
Figure 5.4. The figure compares the case of $\Lambda \Gamma = 2.0$, which was chosen based on previ-
ous measurements at higher frequencies, to a higher value of $\Lambda \Gamma = 4.0$, which reduces the
decay of secondary multipath components and more closely matches the singular values of
the measured matrices. The larger discrepancy between the curves for the smaller singular
values can be attributed to the fact that the statistical model assumed a limited number of
clusters, and to the presence of some limited diffuse scattering in the measured data. This
is not a significant issue since small subarrays are used in the simulation results, and only
the first few singular values are important.

Table 5.1 lists all of the parameters that were used in the simulations presented
in the next two sections.
Table 5.1: Model parameters used to generate synthetic channels.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>2.43 GHz</td>
</tr>
<tr>
<td>Cluster Rate of Arrival (1/Λ)</td>
<td>17 ns</td>
</tr>
<tr>
<td>Cluster Decay Constant (Γ)</td>
<td>100 ns</td>
</tr>
<tr>
<td>Number of Clusters</td>
<td>7</td>
</tr>
<tr>
<td>Scatterers per Cluster</td>
<td>7</td>
</tr>
<tr>
<td>Angular Azimuth Spread in Clusters (σ)</td>
<td>25°</td>
</tr>
<tr>
<td>Tx-Rx Separation Distance (R)</td>
<td>10 m</td>
</tr>
<tr>
<td>Channel sample spacing</td>
<td>0.05 wavelengths</td>
</tr>
<tr>
<td>Total Samples per Channel Realization</td>
<td>200</td>
</tr>
<tr>
<td>Number of Channel Samples</td>
<td>100</td>
</tr>
</tbody>
</table>

5.3 Effects of Inter-User Separation

In the following, the notation \( \{n_{R1}, n_{R2}\} \times n_T \) is used to indicate a scenario involving two receivers with \( n_{R1} \) and \( n_{R2} \) antennas, and a transmitter with \( n_T \) antennas. In studying the effects of inter-user separation on SDMA performance, we tested two channel geometries: \( \{2, 2\} \times 4 \) and \( \{4, 4\} \times 10 \). Figure 5.5 shows the results of implementing power minimization via Block-Diagonalization (BD) for both channel geometries with the two users separated by distances of 0.5, 1.5, and 5 wavelengths. The channels in the data set were scaled using GCN in this example. The power allocation was computed such that a total of 3 bits/symbol could be transmitted to each user at a symbol error rate of \( 10^{-5} \) while minimizing transmit power, and the data in the plot is the CCDF of the total transmitted power. The power fluctuations in the data set are evident in the irregular shape of the CCDFs. Due to the higher received power at certain locations along the measurement track, the measurement-based channel occasionally outperforms an IID channel. Results for local normalization (LCN) are shown in Figure 5.6. In this case, the measured channels never outperform the IID channel. As expected, capacity increases with user separation. In the case of the \( \{2, 2\} \times 4 \) channel, the capacities of the measured data approach the IID capacity, while in the case of the \( \{4, 4\} \times 10 \) channel, they do not. This implies that the number of usable multipath components of the channel is less than four. This is not
Figure 5.5: CCDFs of required power as a function of separation distance for a two-user MU-MIMO system using channel measurements with global normalization.

unexpected, since even in cases where the channel has full rank, the amplitude decay of the secondary multipath components will typically make the capacity somewhat less than that of IID channels.

Figure 5.7 illustrates the results for both sum capacity at 10 dB SNR and the required transmitted power for 3 bits/symbol per user at a symbol error rate of $10^{-5}$ as a function of separation distance from 0.5 to 10 wavelengths. The capacity numbers are generated using LCN and represent a 10% outage probability. The transmit power results are based on GCN and represent the median of all realizations in the data set. While it is evident from Figure 5.6 that the $\{4, 4\} \times 10$ channel does not quite reach the IID channel capacity, it is clear that in both scenarios, 5 wavelengths of separation yields the maximum possible channel decorrelation. This 5 wavelength lower bound was also observed in other simulations not shown here involving a 10 element transmitter with 10 single-antenna users. At the carrier frequency of 2.43 GHz this, represents a distance of approximately 60 cm. This is a promising result since it is unlikely for two mobile users to operate wireless devices at distances much closer than this.
Figure 5.6: CCDFs of capacity as a function of separation distance for a two-user MU-MIMO system using channel measurements with local normalization.

Figure 5.7: Performance as a function of separation distance using data from Figures 5.5 and 5.6.
Figure 5.8: CCDFs of capacity as a function of separation distance for a two-user MU-MIMO system using statistical channel model data with local normalization.

Figure 5.9: Capacity as a function of separation distance for a two-user MU-MIMO system using statistical channel model data.
Figures 5.8 and 5.9 are the same as Figures 5.6 and 5.7, except that they are derived from synthetic channels based on the statistical model described in the previous section. While the maximum capacity available from the synthetic channels is somewhat less than from the measurements, it also exhibits the same trend of near-maximum performance at a user separation of about 5 wavelengths.

Figures 5.10 and 5.11 examine the performance of the coordinated zero-forcing algorithm. In Figure 5.10, we examined the performance of 3-user $\{10, 10, 10\} \times 10$ channels. Similarly to the 2-user cases studied here, we generated test cases by moving the three users along the entire length of the data set at fixed separation distances. Since there are two separation parameters in this case, we tested all possible combinations of the two separation distances, resulting in the 3-dimensional plot of Figure 5.10. In all cases, $m_j$ was fixed at 3 sub-channels for all users. The results show the same trend as the 2-user channels, although there is a slightly larger increase in capacity when the minimum user separation is increased from 5 to 10 wavelengths.

Figure 5.11 illustrates the capacity of a $\{5, 5\} \times 10$ channel when coordinated zero-forcing is used, as a function of both separation distance and the number of data
Figure 5.11: Capacity as a function of separation distance and the number of data streams in use for a \( \{5, 5\} \times 10 \) MU-MIMO system using channel measurements with local normalization.

streams \( (m_j) \) allocated to the two users. The IID case is also included as a reference. For these dimensions, choosing \( m_j = 5 \) results in the coordinated zero-forcing and block-diagonalization solutions being equivalent. Interestingly, both the measurement-based and IID generated channels benefit from reducing the number of data streams per user to 3. This can be attributed to the interaction between the two users’ channels. For example, using only three sub-channels for one user allows more degrees of freedom for the other user to optimize its spatial channel allocation. The performance at a separation of 10 wavelengths in comparison to the IID channels suggests that there are 2-3 dominant paths that contribute most of the capacity of the channel. It is also interesting to note that for only one sub-channel per user, the performance varies very little from 0.5 to 10 wavelengths of separation, due to the fact that there is sufficient multipath richness to provide adequate performance for each user even when the two arrays are virtually superimposed. This consistent performance may make setting \( m_j = 1 \) for all users all the time an attractive design choice for some systems because this special case also provides reductions in computational complexity [42].
Figure 5.12: Capacity of a 10-user, single-antenna channel with 10-element base station, derived from channel measurements.

Figure 5.12 illustrates the capacity as a function of separation distance for a 10-element transmitter with 10 users all having only one antenna.

5.4 Effects of User Motion

The second application of the channel data was to measure the effects of channel latency due to user motion. The envisioned scenario in this case is that the transmitter is obtaining its estimates of the channel via feedback from the mobile users. By the time the transmitter has received and processed a channel estimate, the receiver may have moved slightly, causing a change in CSI. A similar scenario is considered in [115]. The error due to user motion is in addition to estimation error that is already present due to additive noise in the signal received by the mobile from the base. Minimizing CSI error is critical in multi-user scenarios since in accurate channel estimates reduce the effectiveness of interference reduction in SDMA.

The effect of CSI error due to user motion was quantified by measuring the mean SINR degradation of the sub-channels. Let $H_S$ represent the true channel matrix, and $\hat{H}_S$ be the information available to the transmitter that is corrupted by user motion and
estimation errors. If $\mathbf{m}_{i,j}$ is the transmit beamformer for sub-channel $j$ of user $i$, and $\mathbf{w}_{i,j}$ is the corresponding receiver beamformer, then the SINR for the sub-channel at the output of the receiver is

$$\text{SINR}_{i,j} = \frac{\mathbf{m}_{i,j}^* \mathbf{H}_i \mathbf{w}_{i,j} \mathbf{w}_{i,j}^* \mathbf{H}_i \mathbf{m}_{i,j}}{\sum_{i \neq k, j \neq l} \mathbf{m}_{k,l}^* \mathbf{H}_i \mathbf{w}_{i,j} \mathbf{w}_{i,j}^* \mathbf{H}_i \mathbf{m}_{k,l} + \sigma^2},$$

(5.10)

where $\sigma^2$ is the noise power. Since $\mathbf{m}_{i,j}$ is designed based on corrupted channel information, the true SINR will be different than what was intended. This SINR degradation is measured by comparing SINR$_{i,j}$ computed using the true channel $\mathbf{H}_S$ to the SINR resulting from the available channel information $\hat{\mathbf{H}}_S$. The corrupted CSI was generated by taking a given measured or synthetic channel at one location, displacing it by a distance $d$ to obtain $\mathbf{H}_{S,d}$, and then adding an estimation error term $\mathbf{N}$ composed of uncorrelated Gaussian elements: $\hat{\mathbf{H}}_S = \mathbf{H}_{S,d} + \mathbf{N}$. The relative size of these quantities is specified using the “signal to estimation error” ratio $\|\mathbf{H}_{S,d}\|_F^2 / \|\mathbf{N}\|_F^2$. A total of 1000 test cases were generated by randomly selecting locations for the two users in the data set. All channels were of dimension $\{2, 2\} \times 4$. Since the locations are selected randomly, it is very unlikely that the two users ever had a very small separation distance, so their channels can be considered to be statistically independent. GCN was used to include the effects of power fluctuations at different points in the measurement set.

For each realization, the channel was decomposed into orthogonal sub-channels using both block-diagonalization and the hybrid algorithm. Each user was moved in a randomly chosen direction and the resulting SINR degradation was averaged over 10 samples. Note that any direction of motion was possible with the statistical model, while motion was restricted to a straight-line path in the measured data. Figure 5.13 illustrates the SINR loss as a function of the estimation error and the distance between where the channel was measured and where it was used. Each point on the curves represents the median SINR loss over 1000 trials. The median is used rather than the mean in this case since it is not altered by the conversion into log space. Data for both orthogonal multiplexing (BD algorithm) and non-orthogonal multiplexing (hybrid algorithm) are included. The three curves for each case are for relative estimation error powers of 5, 10, and 15 dB below the power.
Figure 5.13: Median sub-channel SINR loss as a function of channel estimation error from channel measurements.

of $H_{S,D}$. Above a 15 dB, there is no noticeable improvement in performance, and below 5 dB, the performance degradation increases very quickly, and so is not included here.

Figure 5.14 shows a plot similar to Figure 5.13, but based on synthetic data where the two users’ channels were generated independently of each other. The plot generally confirms the findings of the previous one, except that the performance reduction as the separation increases toward 1 wavelength is not quite as great, and the degradation is non-monotonic. One possible explanation of this behavior is correlation in the fading characteristics. Channels with a higher degree of spatial correlation will have more accurate channel estimates than channels with a lower degree of spatial correlation at the same measurement distance. Thus, a local maximum in the channel degradation would correspond to a local minimum in correlation. In Figure 5.14, the local maxima approximately correspond to the nulls in correlation that result from Jakes’ correlation model, which results from the structure imposed by the channel model.

Figures 5.13 and 5.14 also provide useful insights into the trade-offs of choosing orthogonal versus non-orthogonal multiplexing algorithms. In general, the non-orthogonal algorithms are capable of achieving better performance because they consider a larger set
of possible solutions. Because we are considering only degradation rather than raw performance, this is not apparent from these plots, but it has been demonstrated elsewhere [42]. However, these plots demonstrate that non-orthogonal algorithms, in addition to having better overall performance, are more robust to channel estimation error. This is a consequence of the fact that they are already designed to tolerate a certain amount of inter-user interference, while the orthogonal methods are not.

Assuming an SINR loss of 3 dB due to channel mismatch can be tolerated, the above results show that motion on the order of one-half wavelength will invalidate the original channel estimate. At 2.43 GHz, this corresponds to a distance of only 6 cm. Assuming that the maximum speed of a mobile user indoors is around 5 m/s (walking speed), the required channel update rate would be on the order of 10 ms. Recent results [116] indicate that this rate could be significantly reduced through the use of MIMO channel prediction.

The synthetic and measured data considered in this paper have been strictly for the indoor environment, which has been observed to have somewhat more favorable characteristics for MIMO transmission than outdoor channels [117]. Users in outdoor environments will have higher mobility, but there is typically less multipath scattering and
also the possibility of LOS propagation, so a user may be able to move a greater distance before a significant change in the channel occurs. Thus, it is possible that the algorithms tested on the indoor data presented here may still be useful in outdoor channels, but further tests are necessary to validate such a claim.

5.5 Conclusion

Algorithms for spatial multiplexing in multi-user MIMO systems can substantially increase the capacity of a wireless network, assuming that accurate channel state information is available, and that the channels for different users are uncorrelated. This chapter has presented performance results for several multi-user MIMO downlink algorithms when tested against measured and synthetic indoor channels to determine their sensitivity to user motion and correlation among the users’ channels. The analysis indicates that most of the potential throughput can be achieved at user separations as little as 5 wavelengths, and that even at shorter distances the performance can still be quite acceptable. This is a very promising result for future multi-user MIMO systems. Measurement of the effects of channel estimation error reveals that motion on the order of 0.5 wavelengths between the channel measurement and the use of the measurement by the transmitter can provide acceptable performance if the expected losses are built into the design requirements.

We have also compared orthogonal multiplexing and a more computationally expensive non-orthogonal multiplexing algorithm in the presence of channel estimation error. The non-orthogonal algorithm, which has previously been shown to require less power to achieve the same data rates as the orthogonal algorithm, was observed here to also be more robust to errors in the channel information. This robustness comes from the fact that the transmit vectors are already designed to tolerate a certain amount of inter-user interference. Results in previous chapters have demonstrated the trade-off between cost and performance for these two algorithms, and the results here show a similar trade-off in robustness to channel error.
Chapter 6

Channel Allocation Strategies

In previous chapters we have explored some of the various algorithms that have been proposed for multiplexing multiple users when the base and mobile stations all have multiple antennas. Transmission schemes based on linear pre-processing at the transmitter, such as those presented here, require to at least some degree linear independence between users’ channels. While transmission schemes based on dirty-paper coding do not rely so heavily on linear independence, they still suffer from diminished capacity when there is heavy correlation between users. This is illustrated by the fact that even a single user MIMO channel, which represents the upper bound on sum capacity for all configurations, has reduced capacity when there is high correlation in the channel matrix. If two users’ channels are not completely statistically correlated, they will never be completely linearly dependent, but even a moderate degree of correlation will at best reduce the system capacity and at worst make the problem numerically ill-conditioned. The last chapter was devoted to investigating how much separation must exist between users to assure adequate decorrelation. The results were quite promising, but there are other propagation environments (the outdoor environment, for example), where it is much more likely that two users have a highly correlated channel. In this situation, the only solution is intelligent channel allocation that avoids attempting to spatially multiplex two or more users whose channels are highly correlated. In this chapter we consider the problem of channel allocation in the context of MIMO systems that perform spatial multiplexing. Channel allocation for multi-user mobile wireless networks is a well-studied problem, but MIMO SDMA adds a new dimension to the problem and will require new allocation methods. There has been some research on channel allocation algorithms that take into account the use of adaptive
arrays at the base station, but these have assumed that no array processing is used at the mobile devices. Allocation for MIMO downlinks when the users have arrays has recently been considered in [118], but in that case the base station used antenna selection diversity to optimize performance, without any beamforming. Here we consider allocation when the base station uses multi-user downlink beamforming. We begin by reviewing the general allocation problem and past work in this area, and then propose an algorithm for allocation in multi-user MIMO systems.

6.0.1 The Channel Allocation Problem

Traditionally, the channel allocation problem arises in the context of cellular systems, where the available bandwidth is divided into some set of channels, whether they exist in time domain (TDMA), frequency domain (FDMA), or code domain (CDMA), or some combination of these. The pool of available channels must be allocated to meet the following goals:

- Avoid interference between cells. For example, using the same channel in two adjacent cells can result in a user receiving in-band interference from the other cell.

- Minimize “call blocking”, where a user requests a channel and there are none available.

- Maximize total network capacity.

The many algorithms that have been proposed for channel allocation can generally be categorized into two categories. The Fixed Channel Allocation (FCA) approach permanently assigns a set of channels to each cell. When all channels are in use, new calls are blocked. Dynamic Channel Allocation (DCA) keeps all channels in a central pool and allows them to be allocated to particular cells as needed. This allows greater flexibility in dealing with fluctuations in the concentrations of users. Generally, FCA algorithms have been shown to be less efficient in the total traffic they can handle, but they tend to have a lower blocking probability under heavy loads. Since each of these approaches is more advantageous in certain situations, there are many hybrid schemes that have been proposed.
which try to combine the desirable attributes of both approaches. A survey of the various FCA, DCA, and hybrid schemes is found in [119].

Another way in which the channel allocation algorithms can be categorized is centralized vs. distributed. In centralized allocation schemes, whether fixed or dynamic, the allocation is performed centrally for an entire network. In distributed algorithms, the implementation is spread across the network, so that each base station makes individual channel allocation decisions, based on some sort of algorithm that hopefully results in intelligent channel use across a network [120]. The motivation for this is generally to minimize the cost of computing allocation information at a single location and communicating with each of the member nodes.

The use of antenna arrays in base stations adds additional complexity to the allocation problem. Array processing gives the base station the capability of directional transmission and reception, using either a fixed-beam or an adaptive approach. There are several examples in the literature of channel allocation that assumes the use of adaptive arrays at the base station. One approach to this problem is to view the array processing only as a means of reducing inter-cell interference [121–125]. Alternatively, using the right processing methods can enable the base station to share a single channel with multiple users, thus improving the total network capacity [126–128]. Here we consider the problem of channel allocation for the multi-user MIMO downlink, where the transmitter is using algorithms such as those discussed in previous chapters to communicate with users who also have arrays. This significantly increases the complexity of the problem, so for simplicity we ignore larger network issues here and consider a system only a single base station. The uplink channel was recently considered in [129], where allocation is accomplished by intelligent scheduling in a TDMA system with time variation in the transfer functions from each of the users, similar to the schemes discussed in [130, 131].

6.0.2 Problem Definition

We consider the problem of spatial channel allocation for a single base station when the number of users is greater than the number that can be supported simultaneously on a single channel. For a system with $K$ users and $n_T$ transmitters, $n_T$ is the upper bound
on the number of users that can be simultaneously supported. When $K > n_T$, there are more users than be supported by only SDMA, so we assume that SMDA is used in conjunction with other multiple access methods (i.e. TDMA, FDMA, CDMA) to increase system capacity. We assume for simplicity that the other multiple access methods do not cause inter-user interference for users that are not sharing a channel. This includes TDMA, and orthogonal FDMA and CDMA methods. Since all of these directly or indirectly separate users by temporal processing, we will use the term “time-domain channels” to refer to the different time, frequency, or code slots available to the base station transmitter.

Given these conditions, the problem we wish to solve is to minimize total transmitted power by choosing which users should share time-timain channels. In the following section, we propose a solution, referred to as the “Compatibility Optimization” algorithm (COA). Then, Section 6.2 discusses the application of the COA in situations where multiple sub-channels are being transmitted to a particular user, and simulation results follow in Section 6.3.

### 6.1 Compatibility Optimization Algorithm

Let $K$ be the total number of users in a system, and $G$ the number of groups, which will correspond to the number of time or frequency slots available for multiplexing. The groups are represented as $G_1, G_2 \ldots G_G$. The number of users in $G_j$ is $q_j$. In order to reduce the complexity of the problem, we impose the restriction that $q_{\text{min}} \leq q_j \leq q_{\text{max}}$, where the bounds are defined as:

\[
q_{\text{max}} = \left\lfloor \frac{K}{G} \right\rfloor
\]

\[
q_{\text{min}} = \left\lceil \frac{K}{G} \right\rceil.
\]

When $K/G$ is an integer, $q_{\text{max}} = q_{\text{min}}$; otherwise $q_{\text{min}} = q_{\text{max}} - 1$. While it is theoretically possible for the globally optimal allocation to have minimum and maximum group sizes that are outside these bounds, the probability of this is likely quite low for most cases, and the size restriction allows us to manage the complexity of the problem.
Under these constraints, there will be

\[ G_{\text{max}} = G(1 - q_{\text{max}}) + K \]  

(6.3)

groups containing \( q_{\text{max}} \) users, and

\[ G_{\text{min}} = G - G_{\text{max}} \]  

(6.4)

groups containing \( q_{\text{min}} \) users. Given these parameters, there exists a total of

\[
\frac{K!}{G_{\text{max}}!G_{\text{min}}! \prod_{i=1}^{G} q_i!}
\]

possible unique groupings. For example, if \( K = 4 \), and \( G = 2 \), then \( q_1 = q_2 = 2 \), and there are a total of 3 unique permutations.

Let \( P_{G_j} \) be the required transmitted power for the users in \( G_j \). The globally optimal grouping is the one that minimizes

\[
\sum_{j=1}^{G} P_{G_j}.
\]

The problem is that \( P_{G_j} \) is a function of both the chosen beamforming strategy and the channels of all users in \( G_j \). An individual user’s contribution to the required power for any group is a function of its channel’s interaction with other users’ channels. As a result, the only way to minimize the total transmitted power is to compute \( P_{G_j} \) for all possible groupings. For simple cases such as the example above which has 3 unique groupings, it may be realistic to do this, but for any larger number of users, the cost quickly grows too large.

As an alternative, we propose a two-step process for assigning users to groups. The first step is to compute some metric \( \xi_{i,j} \) for each pair of users which characterizes the cost of putting users \( i \) and \( j \) together in the same group. For \( K \) users, \( K(K - 1)/2 \) metric calculations are required. After computing \( \xi_{i,j} \) for all possible combinations, a Compatibility Optimization Algorithm (COA) is used to find the grouping that optimizes

\[
\sum_{g=1}^{G} \left( \sum_{i,j \in G_g} \xi_{i,j} \right) .
\]  

(6.5)
The idea of a “compatibility metric” has been proposed previously for systems where all users have one antenna. One proposal is a normalized inner product of two users’ channels [132]. This is attractive because it requires minimal computation, but it does not simplify to a single constant when the users have multiple antennas. In [126], where the compatibility metric is referred to as a “spatial compatibility check”, several different metrics are proposed. The best performing of these is a normalized sum of the interference and noise transmitted to a user. Since computing this as a single scalar also presents problems for multiple-antenna users, a alternative would be to use another metric the authors proposed: the minimum angle between the subspaces spanned by $H_i$ and $H_j$. However, this did not perform as well in empirical tests as the alternative we propose here: a scaled Frobenius norm.

$$\xi_{i,j} = \frac{\|H_i H_j^\dagger\|_F^2}{n_{R_i} n_{R_j}}.$$  

This compatibility metric is effectively an estimate of the total correlation between the two users’ channels. The number is scaled by the channel dimensions so that the metric is not unfairly biased against putting users together that have large numbers of receivers, when in reality the additional receivers are an asset that increases SINR when using joint beamforming algorithms.

When the pairwise compatibility metrics have been computed for all cases, it is necessary to find the grouping that minimizes the sum in (6.5). The problem can be visualized as a matrix $G$ whose elements $[G]_{i,j} = \xi_{i,j}$, where $\xi_{i,i} = 0$. The matrix $G$ is illustrated in Figure 6.1. The sum of the shaded areas is equivalent to twice the sum of (6.5).
The problem can be characterized in mathematical terms by defining a set of matrices $F_1 \ldots F_j$, where $F_j$ is a square matrix of dimension $q_j$ (the size of group $G_j$), consisting of all ones. Define the block-diagonal matrix:

$$
F = \begin{bmatrix}
F_1 & 0 \\
F_2 & \ddots \\
0 & F_G
\end{bmatrix}.
$$

(6.6)

Let $G_0$ be the matrix of compatibility metrics in arbitrary order. Then the optimal grouping can be characterized as

$$
P_{\text{opt}} = \arg \min_{P \in \mathcal{P}(K)} 1^T P (G \odot F) P^T 1
$$

(6.7)

$$
G_{\text{opt}} = P_{\text{opt}} G_0 P_{\text{opt}}^T, 
$$

(6.8)

where $\mathcal{P}(K)$ represents the set of all permutation matrices of dimension $K \times K$ and $1$ represents a vector consisting of all ones, also of dimension $K$. An algorithm for finding $P_{\text{opt}}$ is outlined below.

**Compatibility Optimization Algorithm**

1. Initialization

   (i) Given $G$ and $K$, compute $q_{\text{max}}, q_{\text{min}}, G_{\text{max}},$ and $G_{\text{min}}$.

   (ii) Generate $F$ for the channel dimensions.

   (iii) Determine an arbitrary $G_0$ and compute $s_0 = 1^T (G_0 \odot F) 1$.

   (iv) Generate the set of $K(K-1)/2$ pairs of integers taken from the set $\{1 \ldots K\}$.

   (v) Let $P_{\text{opt}} = I_K$.

2. For each pair $i, j \in \{1 \ldots K\}$

   (i) Let $P_{i,j}$ be the permutation matrix generated by switching columns $i$ and $j$ of $I_K$. 
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(ii) If $\mathbf{1}^T \mathbf{P}_{i,j} \mathbf{P}_{\text{opt}} (\mathbf{G} \odot \mathbf{F}) \mathbf{P}_{\text{opt}}^T \mathbf{P}_{i,j}^T \mathbf{1} < 0$, let $\mathbf{P}_{\text{opt}} = \mathbf{P}_{i,j} \mathbf{P}_{\text{opt}}$

The result of this procedure is that the permutation matrix $\mathbf{P}_{\text{opt}}$ combined with the initial ordering of the users in $\mathbf{G}_0$ reveals the grouping that minimizes the sum of the compatibility metrics. If some metric is used that should be maximized rather than minimized, the only modification required is to change the direction of inequality in step 2(ii).

In computing the inequality in step 2(ii), it is important to note that the only difference between $\mathbf{P}_{i,j} \mathbf{P}_{\text{opt}} (\mathbf{G} \odot \mathbf{F}) \mathbf{P}_{\text{opt}}^T \mathbf{P}_{i,j}^T$ and $\mathbf{P}_{\text{opt}} (\mathbf{G} \odot \mathbf{F}) \mathbf{P}_{\text{opt}}^T$ is the switching of two rows and columns. As a result, an efficient implementation of the inequality can be devised that only computes the sums of the rows and columns in question. The Compatibility Optimization Algorithm requires all $K(K - 1)/2$ steps to be completed to find the global minimum. As noted before, there are $K(K - 1)/2$ compatibility metrics to be computed to generate the matrix $\mathbf{G}_0$. So, both of the two steps have $\mathcal{O}(K^2)$ complexity.

After a grouping has been selected, it is still necessary to implement a spatial multiplexing algorithm to generate transmit vectors for each group. The Compatibility Optimization Algorithm is independent of which algorithm is chosen, but the compatibility metric is not necessarily. The correlation metric has been suggested because it worked best with the cases that were tested in the simulations section that follows, but it is possible that for a particular choice of multiplexing algorithm, an alternative metric may yield better performance.

### 6.2 Sub-Channel Allocation

Up to this point, our discussion of channel allocation has focused on the problem of choosing the best grouping of users without regard to the number of spatial “sub-channels” (SSC) being used by each user. One of the fundamental trade-offs in the design of any MIMO system is whether to maximize transmission rate, which is achieved by parallel data transmission schemes, or to maximize diversity, using space-time codes [7]. For channels where the transmitter knows the transfer function in advance, one approach to parallel data transmission is to compute the singular value decomposition of the channel matrix, using the right and left singular vectors as transmit and receive beamformers to
create independent, orthogonal SSC [6]. We now consider the question of optimal allocation in a multi-user MIMO channel where multiple SSC are used. A similar problem to this is the problem of SSC allocation in OFDM systems [133], where sub-carriers must be allocated to satisfy QoS requirements for each user while assigning multiple users to sub-carriers in a way that economizes resources.

The problem of optimal grouping when using a multi-stream transmission scheme (such as Block-Diagonalization or Generalized Iterative Zero-Forcing) raises interesting questions about channel allocation. This is not really an issue when the system is nearly fully loaded ($K \rightarrow n_T G$), since there is no excess capacity in the system to allow for the transmission of multiple SSC to individual users. On the other hand, when $K \ll n_T G$, the demands on system resources can be reduced by allocating free SSC to users whose channel characteristics will support multiple SSC.

The simplest way to handle the allocation of multiple SSC is to group the users using the algorithm outlined in the last section, and then determine within each group how many SSC are allocated to each user. However, suppose users $i$ and $j$ have been allocated to the same group, and both users have sufficient channel rank to support transmission of data over two SSC. While the two users may have sufficient linear independence to be grouped together when only transmitting one data sub-stream to each user, it may be possible that only some of the SSC of one user are “spatially compatible” with the SSC of

Figure 6.2: An illustration of a base station transmitting over multiple sub-channels to two users.
the other user. One example of this is illustrated in Figure 6.2, where users 1 and 2 share a common scatterer in their multipath channels. In this situation, it is possible that better system resource usage could be achieved by allowing the two SSC of users 1 and 2 to be allocated to different groups.

To accomplish this, we propose an independent sub-channel approach to allocation, where the SSC of each user are treated as completely independent channels in the allocation algorithm. Let \( m_j \) be the number of sub-channels allocated to user \( j \), and let \( m = \sum m_j \). So, for a system of \( K \) users, the \( m \) total sub-channels are instead treated as independent channels in the allocation algorithm, increasing the complexity of the allocation algorithm to \( O(m^2) \). This requires a different compatibility metric, since the correlation metric reflects only the compatibility between the entire \( H_i \) and \( H_j \), rather than their sub-channels. We propose computing the SVD of \( H_j \). We find the water-filling solution that minimizes transmitted power given the singular values of \( H_j \) and the desired transmission rate, and choose \( m_j \) as the number of channels with non-zero power. Then, we use the left singular vectors of \( H_j \) as a means of estimating spatial compatibility between sub-channels of users. If \( w_{i,k} \) is the \( k^{th} \) left singular vector of \( H_i \), then let

\[
    w_{i,k}^* H_i H_j^* w_{j,l} \tag{6.9}
\]

be the spatial compatibility of sub-channel \( k \) of user \( i \) and sub-channel \( l \) of user \( k \). Note that the orthogonality of the left singular vectors of a particular \( H_j \) results in a compatibility metric of zero when \( i = j \). This will bias the COA toward putting the sub-channels of the same user in the same group. However, in simulations it was frequently observed that sub-channels of the same user were often allocated to different groups in spite of this, due to one of the sub-channels having sufficiently bad compatibility with other potential members of the group.

6.3 Simulation Results

Figure 6.3 compares the performance of different channel allocation schemes. In this case, there are a total of four antennas at the base station and eight users with the number of antennas at each user chosen randomly from one to three. A single-beam
Figure 6.3: A comparison of different grouping algorithms for eight users allocated with a set of either two or four available channels.

Algorithm is used to transmit to each user, and the transmission rate for each user is a randomly chosen integer in the interval \([1, 4]\) bits per user. The number of bits per channel was mapped to a SINR requirement \((\gamma_b)\) using the upper bound on the symbol error rate for uncoded QAM constellations from [99] (equation 5-2-80):

\[
P_M \leq 2 \, \text{erfc} \left( \sqrt{\frac{3k}{2(M - 1)\gamma_b}} \right),
\]

where \(k\) is the number of bits, \(M = 2^k\), and \(\gamma_b\) is the average SNR per bit. The required bit error rate was fixed at \(10^{-5}\). We consider two different channel configurations, where the eight users are allocated among either two or four available channels. For two channels, there are a total of 35 unique groupings, and for four channels there are a total of 105 unique groupings. The required power to satisfy the requested rate was calculated for each of the unique groupings in order to determine the best and worst cases. The Compatibility Optimization Algorithm is used in conjunction with the Frobenius norm metric, and is labeled “COA/FN”.

The results in Figure 6.3 reveal that the Compatibility Optimization Algorithm has a cost between the best possible grouping and randomly chosen grouping for both
Figure 6.4: A comparison of grouping algorithms for different transmission rates, with eight users allocated to two groups.

group sizes. It should also be noted that the randomly chosen grouping has surprisingly good performance when compared to the worst case.

Figures 6.4 and 6.5 compare the grouping algorithms for different transmission rates, and different user array sizes.

Figure 6.6 shows the effects of channel correlation when the receivers have antennas that are closely spaced. The $\mathbf{H}_j$ matrices are independent of each other, and the columns of $\mathbf{H}_j$ are independent, while the rows have covariance matrix $\mathbf{R}$, where $E\{[\mathbf{R}]_i,\mathbf{R}_j]^{*}\} = \alpha^{|k-j|}$, and $\alpha$ is the correlation parameter on the horizontal axis of Figure 6.6. The values in the figure are the median required SNR for two groups. As the correlation increases, the worst case scenario becomes even worse relative to the other cases, while the CO algorithm performs consistently well in all cases.

Figure 6.7 compares three different approaches to sub-channel allocation as a function of system loading. In this case the total number of groups is fixed at four, and the number of transmitters at the base station is also four, resulting in a maximum supportable user load of 16. The number of users was varied from 4, which means only one user per
Figure 6.5: A comparison of grouping algorithms for different array sizes at the receivers, with eight users allocated to two groups.

Figure 6.6: A comparison of grouping algorithms at different channel correlations for eight users allocated to two groups.
group for the single-beam approach, up to 16, representing a fully loaded system. In addition to the single-beam algorithm, the multi-beam algorithm was tested for two different cases: one using the same grouping as the single-beam algorithm, but allowing additional sub-channels in cases where it was supported, and the second treating all sub-channels as independent channels and performing an independent channel allocation using the metric suggested in the last section. We include results in the plot for values of $n_{R_j}$ from one to four antennas. When $n_{R_j} = 1$ for all users, only one sub-channel per user is available, so the results are the same in all cases.

The results show that the best algorithm is a function of how loaded the system is. Surprisingly, there is minimal advantage gained from allowing multiple sub-channels and requiring them to be in the same group. On the other hand, while all of the results are very close as the system becomes fully loaded, the independent sub-channel approach becomes increasingly superior as the load decreases, by as much as 4 dB. This illustrates the fact that the optimal solution to the channel allocation problem will not necessarily be one that requires all sub-channels for a particular user to be used simultaneously.
6.4 Conclusion

We have illustrated the problem of channel allocation in multi-user MIMO channels when there are more users than can be supported using only SDMA methods, and have proposed an algorithm for assigning users to groups. Simulation results have demonstrated that the Compatibility Optimization Algorithm presented here will choose groupings that are somewhat better than random groupings, but not necessarily the global optimum. The optimal solution to this problem can only be found by global search, so it is not a realistic option for any significant number of users. The COA is therefore a reasonable alternative when performance is important.

We have also studied the problem of channel allocation when multiplexing algorithms are used that allow multiple sub-channels for individual users. The simulation results show that the best possible solution is often achieved when a user’s sub-channels are allowed to be allocated to different groups, being treated as independent channels.

An important future step in the study of channel allocation for SDMA systems is to study the problem from the context of an entire network. This is a considerably more complex problem which raises a number of interesting questions:

- In addition to *a priori* channel information, is it feasible for a base station to have advance interference information (*e.g.* interference from other base stations–co-channel interference within one’s own cell is controllable)? How would this information affect network performance?

- When a mobile station has multiple antennas, and thus the possibility for directivity, does this blur the boundaries of what constitutes a “cell”, since it may be possible to direct one’s strongest beam toward a base that is not necessarily the closest?

- If it is possible for a user with multiple data streams to benefit from allocating to separate time-domain channels, what about allocating them to different base stations? This may be a very complex problem to solve, but in addition to better optimizing the use of network resources, it could have additional benefits such as improving cell “hand off”.
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Taking all of these ideas into consideration would likely result in a system whose complexity is unacceptable, but nevertheless it will be useful in the future to design network planning algorithms that exploit the spatial properties of MIMO systems even to a limited degree because of the potential they have to improve the capacity of the network.
Chapter 7

Conclusion

This chapter contains some concluding remarks, beginning with a more detailed chapter-by-chapter summary of the new contributions of this thesis, followed by a discussion of areas for future research.

7.1 New Contributions

Each of Chapters 3-6 contains significant new contributions, though some of them are not entirely unique, as they have been recently published concurrently by other authors. These cases will be noted below. In addition, Chapter 2, while mostly being a review and introduction, contains one new contribution: the derivation of single-user MIMO capacity for channels with partial channel information (e.g. $H = AB$, with only $B$ known to the transmitter).

Chapter 3 introduced the Block-Diagonalization algorithm, Successive Optimization algorithm, and non-iterative coordinated Tx-Rx processing algorithm. The basic structure of the BD algorithm was proposed concurrently by three authors [37–39]. However, the concept is developed here in much more depth, including the adaptability of the BD algorithm for solving both throughput maximization and power control problems, as well as the BD solution for channels with partial information at the transmitter, all of which constitute unique contributions of this thesis. The SO algorithm and coordinated beamforming algorithm are also new contributions. The coordinated beamforming algorithm presented in Chapter 3 differs only slightly from the Generalized Iterative Zero-Forcing algorithm in Chapter 4. Its main point is to illustrate how it is possible to accommodate any channel dimensions without resorting to iterative algorithms.
In Chapter 4, the Generalized Iterative Zero-Forcing algorithm has also been introduced recently elsewhere [134]. The other new contributions of this chapter, however, are all new. This includes the generalization of the optimal downlink beamforming algorithm to a coordinated transmitter-receiver processing structure with imperfect channel estimates. A slightly different approach to this problem can be found in [90], but otherwise, there is still much room for more research in this area.

The use of measured channels is always important to verify the usefulness of proposed transmission schemes and system designs under realistic conditions. With the high current interest in MIMO systems in the research community, there are several very recent publications which contain experimental results for single-user MIMO channels, but the multi-user aspects have not yet been measured experimentally, so all of the results contained in Chapter 5, both from measurement and modeling, are new contributions. In addition, this chapter contains some new analysis of the SVA model in [46], which shows the connection between the SVA model parameters and the total power of each cluster. This is useful in understanding the role of the model parameters (specifically the product $\Lambda \Gamma$) in determining the eigenvalue distribution of the channel matrix, and thus the channel capacity.

The channel allocation problem discussed in Chapter 6 is an emerging area of research which has not previously addressed for either the downlink beamforming or dirty-paper coding approaches to SDMA. The idea of a pairwise compatibility metric exists in the literature, but previously the channels were only vectors, so a more general compatibility metric (the Frobenius norm) was proposed. The Compatibility Optimization Algorithm is unique in that it optimizes globally over a set of compatibility metrics. The other unique idea in this chapter is the separation of sub-channels belonging to a single user to be allocated to different time-domain channels. The results demonstrate that this is a promising idea.

### 7.2 Discussion and Future Research

Taken collectively, the new algorithms and results presented in this thesis give some important conclusions and suggest many areas for future research. Some important
points addressed below include the importance of channel information at the transmitter, the comparison of orthogonal and non-orthogonal beamforming, the question of the number of data streams to be used, and more extensive channel allocation.

7.2.1 Channel Information

One important conclusion to be drawn from the simulations in Chapter 3 is the usefulness of channel information at the transmitter. It has been shown in the literature that for single-user channels there is not much difference between the performance of informed and uninformed transmitters as SNR increases. However, in the multi-user channel, the information is much more important, as spatial multiplexing methods such as block-diagonalization generally require without it, and spatial multiplexing can provide a significant performance gain over TDMA or FDMA.

It has been standard practice here and in other recent publications to assume perfect information at the transmitter. This very optimistic assumption is a good starting point for studying downlink transmission schemes, but of course this is rarely true in practice. Important questions that remain to be answered to their full extent are how can the algorithms be adapted for imperfect or incomplete information (these have begun to be addressed here in two cases). One recent proposal is long-term averaging of the channel information to remove fast fading effects [135].

Multi-user MIMO systems are being considered for two-way communication systems, so the most natural way of obtaining this information is via feedback from the mobiles in the uplink channel. In practical systems, there will be limits on how much of the uplink bandwidth can be used for transmitting data, so other important questions are what exactly should be transmitted and what is the trade-off between feedback bandwidth and gain in system downlink throughput.

7.2.2 Orthogonal vs. Non-Orthogonal Solutions

The algorithms in this thesis can be grouped into two categories: those which decompose the channel into orthogonal sub-channels, and those which balance interference and noise, and are thus non-orthogonal by nature. The orthogonalization algorithms (block
diagonalization and generalized zero-forcing) are able to decompose the channel independent of the particular requirements. The power distribution can then be determined in a separate step depending on the optimization constraints of interest (total throughput, power control). The particular advantage of the block-diagonalization algorithm in particular is the low computational complexity.

The interference balancing algorithms on the other hand are iterative in nature, and thus require significantly more computation, the cost of which can’t be known in advance. In addition, they are not as adaptable because each solution is designed around a specific set of requirements. On the other hand, perhaps the most compelling argument for non-orthogonal beamforming is the increased robustness to channel estimation error seen in the results of Chapter 5 and the capability of incorporating channel information error statistics into the beamformer design, as shown in Chapter 4. The zero-forcing approach may perhaps be ultimately most useful for its role in the hybrid algorithm of Chapter 4, where it helps reduce the computation time of the interference-balancing. The hybrid algorithm may prove even more practical in the future, since one can safely assume that the capabilities of digital signal processors (DSPs) will continue to increase. Nonetheless, achieving further reductions in the required computations to achieve robust multi-user beamforming remains an important research problem. For the case where all users have one antenna, one recent non-orthogonal solution is “regularized” channel inversion: \( M_S = H_S^* (H_S H_S^* + \alpha I)^{-1} \) [68]. This solution has near-optimal performance and can be computed in closed form, and thus is substantially faster than optimal beamforming. An intriguing question is whether this scheme can also be generalized to the block case (as channel inversion has been generalized using the BD algorithm). Such a solution could also be near-optimal while having a computational cost similar to that of the BD algorithm.

7.2.3 The Number of Data Streams

The one thing that made the original BLAST and related algorithms so intriguing is their high data rates, which was achieved by transmitting multiple data streams in parallel. This thesis has focused mainly on methods that allow such multi-stream transmission simultaneously to multiple users, but the usefulness of doing this in multi-user
systems is dependent on various factors. As a system becomes close to fully loaded, where the number of base station antennas is close to the number of users, it is not possible to use multiple data streams for a single user, and so this is not an issue. When the load is light enough to allow multiple data streams, the results in Chapter 5 show that sometimes the “less is more” principle applies here. In a full-rank \( \{5,5\} \times 10 \) channel, the system throughput was maximized sending only three data streams to each user, rather than the maximum possible number of five. For any given set of users, the optimal number of streams per user depends on the interaction between all users channels, so finding the globally optimum solution may require an exhaustive search. One recent work has proposed a method of estimating the best value [136], but this question warrants further study.

7.2.4 Allocation

The channel allocation problem for multi-user MIMO channels is very complex. The optimal solution can only be found by global search, so all practical solutions will trade some performance for cost. The simulation results of Chapter 6 revealed surprisingly good performance for random grouping. The allocation algorithm presented here is only a starting point. In the future, it will be important to consider the channel allocation problem from a network point of view. This raises the questions mentioned in Chapter 6 of which base station a user should belong to and whether more efficient resource usage could be achieved communicating with multiple base stations simultaneously. Future communication networks will require channel allocation algorithms can consistently choose a good distribution of resources at a reasonable cost.

Another emerging area of research that is somewhat related to the channel allocation problem is ad-hoc networking. Typically, this refers to a self-organizing network of nodes that is independent of any base stations. However, in its broadest interpretation, this could also refer to networks where a base station communicates with users via relaying messages among its users. This could be used to extend the geographic reach of a base station, or to reach users whose best propagation path to the base may be via another user. The use of this type of networking when all users have arrays presents many new opportunities and challenges. The same considerations of computational complexity and availability of
channel knowledge would now apply to every member of the network. In addition, when multiple base stations or ad-hoc networks are considered, it is no longer possible to ignore external interference sources. Interference statistics at the receiver can only be known by feedback to the transmitter, which represents another burden on the reverse channel.

7.3 Summary

As was stated in the introduction, the general approach of the algorithms presented here is achieving spatial multiplexing by signal processing at the base station. Some processing is required at the mobile stations, but it is minimal, which is important for most types of mobile devices. The alternative approach is to use the next generation of codes that use the dirty paper principle to avoid inter-user interference. This approach will likely be important in the future, but it will require entirely new codes, and thus new communication protocols and standards. The advantage of achieving interference avoidance by designing appropriate transmit vectors at the base is that it can more easily be applied to existing systems, extending their capacity, allowing them and future systems to meet the ever-increasing demands of new wireless communications services.
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