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abstract

Schur Rings over Infinite Groups

Cache Porter Dexter
Department of Mathematics, BYU

Master of Science

A Schur ring is a subring of the group algebra with a basis that is formed by a partition
of the group. These subrings were initially used to study finite permutation groups, and
classifications of Schur rings over various finite groups have been studied. Here we investigate
Schur rings over various infinite groups, including free groups. We classify Schur rings over
the infinite cyclic group.
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Chapter 1. Introduction

1.1 Definitions

In this section we briefly define a Schur ring and provide a few examples. The motivation

for constructing and studying Schur rings will be given in the succeeding chapters.

Given a group we can form the group ring, which, informally, is the set of formal sums

with coefficients in some field. More precisely, if G is a group and F is a field, then all sums

of the form ∑
g∈G

λgg

where λg ∈ F and λg = 0 for all but finitely many g ∈ G, form the elements of the group

ring F [G]. Addition is defined by

∑
g∈G

λgg +
∑
g∈G

µgg =
∑
g∈G

(λg + µg)g,

and multiplication by

(∑
g∈G

λgg

)(∑
g∈G

µgg

)
=
∑
g∈G

νgg where νg =
∑
h∈G

λhµh−1g.

These operations make F [G] a ring that contains a copy of G in its unit group and a

copy of F as a subring, identified by {λ1 | λ ∈ F}. This also makes F [G] into a vector space

of dimension |G| over F , so in particular F [G] is an F -algebra. We refer to this structure as

the group algebra F [G].

For a group G and a finite subset X = {x1, . . . , xk} ⊆ G, we define

X = x1 + · · ·+ xk ∈ F [G].

We also define X−1 = {x−1 : x ∈ X} and X−1 = x−1
1 + · · ·+ x−1

k similarly.
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A Schur ring over a group G is a subring S of F [G] with a basis {P i}i∈I , with I being

an indexing set containing a distinguished element 0, that satisfies the following properties:

(i) the sets {Pi}i∈I form a partition of the elements of G into finite sets (|Pi| <∞);

(ii) P0 = {id};

(iii) for all i there is some j such that P−1
i = Pj;

(iv) for all i, j there exists a finite subset K ⊂ I (dependent on i and j) and scalars λk ∈ F

such that

P iP j =
∑
k∈K

λkP k.

Each set Pi in the partition of G is called a principal set, and the corresponding sums

P i, i ∈ I are called principal elements of the Schur ring. The principal elements form an

F -basis for S over F .

In our work here we take F to be a field of characteristic zero unless otherwise stated.

1.2 Examples

If G is a finite group with identity e, then the partition P0 = {e}, P1 = G−{e} gives a basis

P 0, P 1 for a Schur ring over G. It is clear that P−1
1 = P1 and that P 0 P 1 = P 1 in F [G]. The

only nontrivial product to check is

P
2

1 = (G− e)(G− e) = |G|G− 2G+ e = (|G| − 1)e+ (|G| − 2)(G− e)

= (|G| − 1)P 0 + (|G| − 2)P 1,

so P
2

1 is a linear combination of principal elements. This is called the trivial Schur ring over

G.

On the other extreme end, for any group G the partition into singleton sets {{g} : g ∈ G}

gives rise to a basis for the discrete Schur ring S = F [G].

For a different example, let G = 〈x | x4 = 1〉 be the cyclic group of order 4. Let

P0 = {1}, P1 = {x, x3}, and P2 = {x2}. The subring of F [G] with basis {P 0, P 1, P 2} is a

2



Schur ring over G. For every i = 0, 1, 2 the relation P−1
i = Pi holds, and it can be checked

that P
2

2 = P 0, P 1P 2 = P 1, and P
2

1 = 2P 0 + 2P 2. Schur rings over finite cyclic groups have

been studied extensively, see [1].

Other examples of Schur rings over finite groups, such as the Schur ring with a partition

given by conjugacy classes in a finite group [2], have been studied. Schur rings were first

introduced by Schur and Wielandt to study permutation groups. In the next chapter we

show how these Schur rings were initially used to prove results about permutation groups.

Since we are expanding the study of Schur rings to include infinite groups, our hope is that

some of our results may find eventual use as means to prove results about infinite groups.
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Chapter 2. Schur Rings in the Study of

Permutation Groups

2.1 Background Information

The group of all bijections from a set Ω to itself under function composition is the symmetric

group on Ω, denoted Sym(Ω). A permutation group on Ω is a subgroup of Sym(Ω). The

usual symmetric group Sn is Sym({1, 2, ..., n}).

If we have a permutation group G on Ω, then we can think of G acting on the set Ω.

If α ∈ Ω then the (right) action of x ∈ G on α is the image of α under the permutation

x. We will denote this by αx. The use of this choice of notation will become clear as we

want to occasionally identify G with a subset of Ω. We can think of a permutation group as

consisting of a group G, a set Ω, and an action Ω×G→ Ω.

For an example, let Ω = {1, 2, 3, 4} and consider the alternating group A4 of even permu-

tations in S4 = Sym(Ω). Using cycle notation to denote A4 = 〈(123), (12)(34)〉, this group

acts on {1, 2, 3, 4} in the natural way. For example, taking 1 ∈ Ω and (123) ∈ A4 the action

of (123) on 1 is 1(123) = 2, since the permutation (123) maps 1 to 2. (Since we are using a

right action, we compose permutations from left to right. For example, (12)(13) = (123).)

We will use the following definitions to discuss permutation groups. Given a permutation

group G acting on a set Ω, the degree of G is the cardinality of Ω. The orbit of α ∈ Ω under

G is the set αG = {αx | x ∈ G}. The stabilizer of α in G is the subgroup Gα of G:

Gα = {x ∈ G | αx = α}.

In our continuing example of G = A4 acting on Ω = {1, 2, 3, 4}, the orbit of 1 ∈ Ω is the

entire set Ω. This is because the permutations (12)(34), (13)(24), and (14)(23) in particular

belong to A4, so every element of Ω is the image of 1 under some element of G. The stabilizer

of 1 ∈ Ω is G1 = {(1), (234), (243)} = 〈(234)〉 since these are the elements of A4 that fix 1.
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The set of orbits of Ω under the action of a group G is a partition of Ω. If there is only

one orbit, which is to say that given any α, β ∈ Ω there exists some x ∈ G such that αx = β,

then we say that G acts transitively on Ω.

The group G = A4 acts transitively on Ω = {1, 2, 3, 4}, as seen above by 1G = Ω. (It

follows that 2G = 3G = 4G = Ω as well.)

A permutation group G ≤ Sym(Ω) acts regularly on Ω if G acts transitively on Ω and

Gα = 1 for every α ∈ Ω.

If G acts on Ω as a permutation group, then any subgroup of G also acts on Ω as a

permutation group. Later we will be concerned with subgroups of G that act regularly.

The well-known orbit-stabilizer property states that |αG| = [G : Gα] for any α ∈ Ω, so

the cardinality of the orbit of α is equal to the index of the stabilizer Gα in G. When G

is a finite group, this implies |αG| · |Gα| = |G|. An immediate corollary is that if G acts

transitively, then [G : Gα] = |Ω| for every α. If in addition G is finite, then G acts regularly

if and only if G acts transitively and |G| = |Ω|.

The group G = A4 acting on Ω = {1, 2, 3, 4} does not act regularly, since we saw earlier

that G1 = {(1), (234), (243)} is not trivial. If H = {(1), (12)(34), (13)(24), (14)(23)} is

the Klein 4-group in A4, then H acts transitively and also regularly, since every nontrivial

permutation in H fixes no element of Ω.

There is yet another type of permutation group we are interested in, called a primitive

group. To define a primitive group we first need to define blocks. Given a subset ∆ ⊆ Ω, an

element x ∈ G can act on ∆ as follows: ∆x = {αx | α ∈ ∆}. A block is a subset ∆ of Ω such

that either ∆x = ∆ or ∆x ∩∆ = ∅, for each x ∈ G.

It’s not too hard to see that if ∆ is the entire set Ω then ∆x = ∆ for every x ∈ G, which

makes Ω itself a block. It’s also not too hard to see that any singleton set {α} in Ω is also a

block since {α}x = {αx} is a singleton set that is either {α} itself or some other set disjoint

from {α}. These types of blocks, the entire set Ω and the singleton sets, are called trivial

blocks.
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A primitive group is a group G ≤ Sym(Ω) that acts transitively and has no nontrivial

blocks in the set Ω. A group that is not primitive (that has nontrivial blocks) is called

imprimitive.

For G = A4 and H = {(1), (12)(34), (13)(24), (14)(23)} ≤ A4 acting on Ω = {1, 2, 3, 4}

we see that G is primitive but H is imprimitive. Letting ∆ = {a, b} be any subset of Ω with

two elements, a permutation of the form (abc) in G gives ∆(abc) = {b, c}. Thus ∆(abc) 6= ∆

and ∆(abc) ∩ ∆ = {b} 6= ∅, so ∆ is not a block of G. If ∆ = {a, b, c} has size 3 then

∆(ab)(cd) = {a, b, d}, so ∆ is not a block of G either. The only blocks for G are therefore

singleton subsets of Ω and Ω itself, so G is primitive.

However, {1, 2} is a nontrivial block of H, as seen by directly computing {1, 2}(12)(34) =

{1, 2}, {1, 2}(13)(24) = {3, 4}, and {1, 2}(14)(23) = {3, 4}. The action of any element of H on

{1, 2} produces either {1, 2} or the disjoint set {3, 4}. This means H is imprimitive.

If G acts on Ω, then we can define an action of G on Ωk, the Cartesian product of k

copies of Ω, as follows:

(α1, α2, ..., αk)
x = (αx1 , α

x
2 , ..., α

x
k), for αi ∈ Ω, x ∈ G.

The group G acts k-transitively if G acts transitively on the set

Ω(k) = {(α1, ..., αk) ∈ Ωk | αi 6= αj for all 1 ≤ i < j ≤ k}.

Consider Ω2 = {1, 2, 3, 4} × {1, 2, 3, 4}. Eliminating all pairs of the form (a, a) from

this set gives the set Ω(2). Then G = A4 acts on Ω(2) componentwise, so that for example

(1, 2)(123) = (2, 3). It can be verified that G = A4 acts transitively on Ω(2), as follows.

Consider (1, 2) ∈ Ω(2) and any other element (a, b) of Ω(2). It suffices to show that there

exists a permutation x in G such that (1, 2)x = (a, b). If a = 1 and b = 2 then x = (1)

suffices. If a = 1 and b 6= 2 then x = (2bc) where c 6= 1 will do the job. Similarly if a 6= 1

and b = 2 then take x = (1ac) with c 6= 2. If a = 2 and b = 1 then take x = (12), and if
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a = 2 and b 6= 1 then x = (12)(bc) where c ∈ Ω − {1, 2, b} suffices. Similarly if a 6= 2 and

b = 1 then take x = (ac)(12) with c ∈ Ω− {1, 2, a}. In every other case where a 6= 1, 2 and

b 6= 1, 2 then take x = (1a)(2b). Since G contains all 3-cycles and 2-2-cycles, this proves

(1, 2)G = Ω(2), so there is only one orbit of Ω(2) under G, and hence G acts 2-transitively.

One last thing to mention about preliminary definitions. When Ω = G we can define the

action of x ∈ G on a ∈ G by ax = ax ∈ G. For a fixed x ∈ G, the map a 7→ ax is a bijection

from G to G. If we call this bijection σx, then the map x 7→ σx from G into Sym(G) is a

group homomorphism called the regular (permutation) representation of G.

Having concluded the necessary definitions, the next few sections outline some standard

results proved about permutation groups using Schur rings.

2.2 Permutation Groups with Subgroups That Act Regularly

The main result of this chapter is an application (due to Schur) of Schur rings to classify

permutation groups that contain subgroups that act regularly. Before proving this result, we

give some information on permutation groups with such subgroups and introduce the Schur

ring construction used.

If R is a group acted upon by G, then we can define an action of G on the group ring

F [R]. We do this by letting an element x of G act on an element in F [R] by the rule:

(∑
r∈R

λrr

)x

=
∑
r∈R

λrr
x.

It is this case that we are interested in. Let R be a finite group and let G be a subgroup

of Sym(R) such that G contains the image of the regular representation of R. (Meaning if

r ∈ R induces the permutation σr of R by right multiplication in R, then G contains σr.)

Recall that the subgroup G1 ≤ G is the stabilizer of the identity of R. In the group ring

F [R] over some field F , define C(G1) to be the set of fixed points for the action of G1 on
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F [R]:

C(G1) = {α ∈ F [R] | αx = α for all x ∈ G1}.

We will show that C(G1) is a subring of F [R]; in fact this will be a Schur ring over R.

As a matter of notation, for an element c ∈ F [R], where c =
∑

r∈R λrr, we define the

support of c to be the set supp(c) = {r ∈ R | λr 6= 0}. Whenever c is fixed by some x ∈ G

it follows that supp(c) is invariant under x.

In the main theorem of this chapter, Theorem 2.5, we are concerned with a permutation

group with a subgroup R that acts regularly. The following lemma shows that we may restrict

our study to subgroups of Sym(R) that contain the image of the regular representation of R.

It introduces the concept of a permutation homomorphism. Given two permutation groups

H1 ≤ Sym(Ω1) and H2 ≤ Sym(Ω2), a permutation homomorphism is a group homomorphism

ψ : H1 → H2 along with a bijection λ : Ω1 → Ω2 such that

λ(αx) = λ(α)ψ(x) for all α ∈ Ω1 and x ∈ H1.

If ψ above is an isomorphism then we say that ψ is a permutation isomorphism and that

H1 and H2 are permutation isomorphic.

Lemma 2.1. If G is a permutation group on a finite set Ω, where G has a subgroup R that

acts regularly, then there exists a permutation homomorphism φ : G → Sym(R) such that

φ|R is the regular representation of R.

Proof. Fix α ∈ Ω. Because R acts regularly on Ω, for every β ∈ Ω there exists a unique

element rβ ∈ R such that αrβ = β. Since |R| = |Ω|, this defines a bijection λ : Ω → R by

λ(β) = rβ.

Define φ : G→ Sym(R) by φ(x) = λxλ−1. Since λ is a bijection from Ω into R and x is a

permutation of Ω, the function λxλ−1 is indeed a permutation of R. The function φ is a group

homomorphism: given x, y ∈ G we have φ(xy) = λxyλ−1 = (λxλ−1)(λyλ−1) = φ(x)φ(y).
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The homomorphism φ is injective, since if φ(x) = 1 then x = λ−11λ = 1 ∈ G. Thus φ is a

permutation homomorphism and G is permutation isomorphic to the image φ(G).

Let r ∈ R, and consider the permutation φ(r) = λrλ−1 ∈ Sym(R). We show this

permutation is given by right multiplication by r. Given r1 ∈ R, there is some β ∈ Ω such

that λ(β) = r1. From the definition of λ this means αr1 = β. The action of r on β gives

βr ∈ Ω, and λ(βr) = r2 for some r2 ∈ R. This means αr2 = βr = (αr1)r = αr1r. By the

uniqueness of the elements of R acting on α, this implies r2 = r1r. Thus λrλ−1 permutes

R in the same way as right multiplication in R, so φ(r) is the image of r under the regular

representation of R. Thus φ|R is the regular representation of R.

This lemma shows that in our study of permutation groups with subgroups that act

regularly, it suffices to study subgroups of Sym(R) which contain the image of the regular

representation of R. This image φ(R) is an isomorphic copy of R in such a subgroup. In this

way we can regard R both as a set of objects that are being permuted (in Sym(R)) and as

elements of Sym(R) themselves. Thus if G is a subgroup of Sym(R) that contains the image

of the regular representation of R then each element of R can be acted on by an element of

G, but this action is also simply multiplication inside the group G, viewing R ≤ G.

If G = A4, acting on Ω = {1, 2, 3, 4}, and R = K4 = {(1), (12)(34), (13)(24), (14)(23)},

then, as seen previously, R is a subgroup of G that acts regularly. We can label the elements

of R as (1) = r1, (12)(34) = r2, (13)(24) = r3, and (14)(23) = r4 so that β 7→ rβ is a bijection

from Ω from R. Furthermore the induced permutation isomorphism φ : G → Sym(R)

satisfies λ(βx) = λ(β)φ(x) for all β ∈ Ω and x ∈ G, so we can identify each element of G with

its image in Sym(R). The notation translates easily, for example the image of (123) ∈ G is

(r1r2r3) ∈ Sym(R).

This also illustrates how we can regard R as the set being permuted in Sym(R) and also

as a subgroup of Sym(R). The image of r2 = (12)(34) under φ is (r1r2)(r3r4). Thus we can

act on r2 by an element of G (regarding G ≤ Sym(R)), such as r
(r1r2r3)
2 = r3. But we can also

multiply r2 by (r1r2r3) as an element of Sym(R): r2(r1r2r3) = (r1r2)(r3r4)(r1r2r3) = (r1r3r4).

9



We now turn our attention to the first result concerning Schur rings. Recall the definition

of the set C(G1), the set of elements of the group algebra F [R] fixed under the action of every

element of G1. We have the following lemma.

Lemma 2.2. Let R be a finite group and G a subgroup of Sym(R). Let P1 = {1}, P2, ..., Pr

be the orbits in R of the point stabilizer G1. Then

(i) C(G1) is a vector subspace of F [R], and the elements ci = P i =
∑

u∈Pi u for i = 1, ..., r

form an F -basis for C(G1);

(ii) C(G1) is a subring (and therefore a subalgebra) of F [R].

Proof. (i) Let c be an element of F [R], denoted by c =
∑

u∈R λuu for some λu ∈ F . If

c ∈ C(G1), then by definition, c is fixed by the action of G1, so c = cx for every x ∈ G1.

Writing out c = cx in terms of linear combinations of elements of R gives

∑
u∈R

λuu = c = cx =
∑
u∈R

λu(u
x).

Whenever u, v ∈ R are in the same orbit of G1 then there is some x ∈ G1 such that v = ux.

Since c = cx holds for all x ∈ G1, the coefficients λu and λv must therefore be equal when

u and v belong to the same orbit of G1. Thus given any orbit Pi, every element of Pi must

have the same coefficient in the sum representing c. This allows us to write

c =
∑
u∈R

λuu =
r∑
i=1

λi

(∑
u∈Pi

u

)
=

r∑
i=1

λici.

Conversely, if c is an F -linear combination of the ci then the coefficients on elements in

the same G1 orbit are equal and c is fixed by every x ∈ G1, proving that c ∈ C(G1). This

shows that every element of C(G1) is an F -linear combination of the ci and that every F -

linear combination of the ci is in C(G1). The ci are linearly independent since each contains

only elements from a single orbit and the orbits partition R. Thus the set {c1, ..., cr} is an

F -basis for the vector subspace C(G1) of F [R].

10



(ii) Since it was already shown that C(G1) is a vector subspace of F [R], to prove that

C(G1) is a subring of F [R] it remains to show that the product of two elements of C(G1) is

again an element of C(G1). It suffices to show that the product of any two basis elements

ci, cj is in C(G1). Given x ∈ G1,

(cicj)
x =

(∑
u∈Pi

u

)
·

∑
v∈Pj

v

x

=
∑
v∈Pj

((∑
u∈Pi

u

)
· v

)x

=
∑
v∈Pj

(∑
u∈Pi

u

)vx

=
∑
v∈Pj

(∑
u∈Pi

u

)v

= cicj.

This shows that x fixes the product cicj, and because this holds for all x ∈ G1 we have

shown that cicj is fixed by G1 and is therefore an element of C(G1). The product of any

number of basis elements for C(G1) is therefore in C(G1), which makes C(G1) a subring of

F [R]. We note that C(G1) is a Schur ring over R.

2.3 Main Results

We are working toward a theorem that classifies certain permutation groups with subgroups

that act regularly using the Schur ring from Lemma 2.2. There are two additional lemmas

we will use in the proof of this theorem.

Lemma 2.3. Let R be a finite group, and let G be a subgroup of Sym(R) that acts transitively.

Then G acts 2-transitively on R(2) if and only if the orbits of the stabilizer G1 are {1} and

R− {1}.

Proof. Suppose that G acts 2-transitively on R(2). Then for any two elements of R(2) of

the form (1, r), (1, s) where r, s ∈ R and r, s 6= 1, there is an element x ∈ G such that
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(1, r)x = (1, s). This means that x fixes 1, so x ∈ G1. Then rx = s implies that r and s are

in the same orbit of G1. Since r and s were arbitrary non-identity elements of R this shows

that R− {1} is an orbit of G1. Thus G1 has orbits {1} and R− {1}.

Now suppose thatG1 has orbits {1} and R−{1}. We will use the factG acting transitively

implies that every point stabilizer Gr, r ∈ R, has the same number of orbits. Thus Gr has

two orbits, namely {r} and R− {r}, for every r ∈ R.

Let (1, r) be an element of R(2), and let (s, t) be any element of R(2). If s = 1, there is an

element x ∈ G1 such that rx = t because r and t are in the same G1-orbit (R− {1}). Then

(1, r)x = (1, t).

Now suppose t = 1. There are two sub-cases.

(i) If s 6= r, then there is some x ∈ Gr such that 1x = s because 1 and s are in the

same Gr-orbit. There is also some y ∈ Gs such that ry = 1 by the same reasoning, so

(1, r)xy = (s, r)y = (s, 1).

(ii) If s = r, let u be any element of R that is not equal to 1 or r. (If no such u exists,

then R = {1, r} and since G acts transitively we must have (1r) ∈ G. Thus (1, r)(1r) = (r, 1)

takes care of this.) There is some x ∈ Gr such that 1x = u, some y ∈ Gu such that ry = 1,

and some z ∈ G1 such that uz = r. Then (1, r)xyz = (u, r)yz = (u, 1)z = (r, 1).

Finally, if s 6= 1 and t 6= 1, there is some x ∈ G1 such that rx = t and some y ∈ Gt such

that 1y = s. Then (1, r)xy = (1, t)y = (s, t).

In every case, there exists some x ∈ G such that (1, r)x = (s, t), so the orbit of (1, r) is

R(2). This proves that G acts 2-transitively on R(2).

The proof of the next lemma will use the following result. If S, T are two G1-invariant

subsets of R, then we can show that the subset ST = {st | s ∈ S, t ∈ T} is also G1-invariant.

Given an element st ∈ ST , an element x ∈ G1 acts on st by (st)x = stx. Since T is G1-

invariant, tx runs over T as t runs over T . Then for a particular s the product stx runs over

the products st as t runs over T . Thus as st runs over ST , stx runs over ST . This is true

for each x ∈ G1, so ST is G1-invariant.
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Lemma 2.4. Let R be a finite group of order n, and let G ≤ Sym(R) contain the image of

the regular representation of R. Again denote by P1 = {1}, P2, ..., Pr the orbits in R of the

stabilizer G1. For each integer k, define P
(k)
i = {uk | u ∈ Pi} for i = 1, ..., r.

(i) G is a primitive group if and only if for each c ∈ C(G1) the subgroup 〈supp(c)〉 of R

generated by the support of c is either 1 or R.

(ii) If R is abelian and k is relatively prime to n, then the mapping Pi 7→ P
(k)
i defines a

permutation of the set of G1-orbits in R.

(iii) Let G be primitive, R abelian, and p a prime dividing n. Let S be a G1-invariant subset

of R and c =
∑

s∈S s ∈ F [R] where F is a field of characteristic p. Then cp = m1

where m is the number of elements s ∈ S with sp = 1.

Proof. (i) Recall that a permutation group is primitive if it acts transitively and has only

the trivial blocks on the set it permutes. The group R acts on itself by right multiplication,

which means that the action of r ∈ R on a subset S of R will result in the set Sr. This will

be a block when Sr is a coset of some subgroup, so the blocks containing 1 are in fact the

subgroups of R. Since G ≤ Sym(R) contains the image of the regular representation of R

(which is isomorphic to R), the blocks of G acting on R that contain the identity 1 ∈ R will

be exactly the G1-invariant subgroups of R. If G is imprimitive, there exists a nontrivial

block containing 1 ∈ R; this block must be a subgroup S with 1 < S < R. Furthermore,

this subgroup S is G1-invariant. This implies that the element c =
∑

s∈S s of the group ring

F [R] is fixed by the action under G1. The subgroup generated by the support of c is simply

S itself, which is not trivial and not equal to R. This proves the forward implication of (i).

To prove the converse, suppose there exists some c ∈ C(G1) with support T such that

the subgroup S = 〈T 〉 generated by T is not trivial nor equal to R. Then S =
⋃∞
i=0 T

i.

Because T is the support of an element of C(G1), T is G1-invariant. By the result preceding

this lemma, each T i is G1-invariant, so the union S of these sets is G1-invariant. This means
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that S is a G1-invariant subgroup of R that is neither trivial nor equal to R, so G has a

nontrivial block and is therefore imprimitive.

(ii) First consider the case where k = p is a prime that does not divide n. Then p is

relatively prime to the order of every element of R. In the group ring F [R] let F = Fp be

the field with p elements. Then for every ci =
∑

u∈Pi u we have cpi =
∑

u∈Pi u
p because R

is abelian. (This follows from the fact that when p is prime, every multinomial coefficient(
p

k1,...,kt

)
not equal to 1 is divisible by p and therefore equal to 0 in Fp.)

The support of cpi is therefore the set P
(p)
i . Since C(G1) is a subring of F [R], cpi is an

element of C(G1). Because p is relatively prime to every divisor of n, the mapping u 7→ up

is a bijection of R onto itself. (It is a group homomorphism with trivial kernel because R

is abelian and finite.) The sets P
(p)
i form a partition of R since they are the images of a

partition under a bijection. From the fact that each cpi is in C(G1) it follows that each P
(p)
i is

G1-invariant. By assumption there are r orbits of G1 on R, and there are r sets P
(p)
i . Thus

the sets P
(p)
i must be exactly the orbits of G1 because they are G1-invariant, so the mapping

Pi 7→ P
(p)
i is indeed a permutation of the set of G1-orbits of R.

We now prove the statement for any integer k relatively prime to n. Factor k into primes

as k = pa11 · · · p
aq
q . Then we can decompose the map Pi 7→ P

(k)
i into the intermediate maps

Pi 7→ P
(p1)
i 7→ P

(p21)
i 7→ · · · 7→ P

(p
a1
1 )

i 7→ P
(p
a1
1 p2)

i 7→ · · · 7→ P
(p
a1
1 ···p

aq
q )

i = P
(k)
i .

From what we did above, each intermediate map is a permutation of the orbits of G1 in R,

so the composition of these permutations Pi 7→ P
(k)
i is also a permutation of the orbits of

G1.

(iii) For the final statement, consider G to be primitive, R abelian, and p a prime dividing

n = |R|. Given a G1-invariant S ⊆ R and c =
∑

s∈S s in F [R], we know that c ∈ C(G1)

because S is G1-invariant. Because F has characteristic p, we have cp =
∑

s∈S s
p. From the

fact that p | |R| and R is abelian, the index of the subgroup 〈supp(cp)〉 generated by the sp

in R is divisible by p. Because G is primitive, by (i) we have that the subgroup 〈supp(cp)〉 is
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either 1 or R. The index of this subgroup is greater than 1, so we must have 〈supp(cp)〉 = 1.

Thus cp is the sum of elements sp where sp = 1, so cp = m1. (We note that there may

be elements s ∈ S that are not of order p, but the coefficients of sp in the sum cp will be

multiples of p and therefore equal to 0 in F [R].)

Having detailed all these results, we have built enough to prove the following theorem [3]

about certain permutation groups:

Theorem 2.5. Let G be a permutation group of degree n containing a subgroup R that acts

regularly. Suppose that R is abelian and has a nontrivial cyclic Sylow p-subgroup for some

prime p with p < n. Then G is either imprimitive or acts 2-transitively.

Proof. Since G has a subgroup R that acts regularly, it is sufficient to prove the result for a

group G ≤ Sym(R) that contains the image of the regular representation of R. Because R is

abelian, the Sylow p-subgroup is normal and therefore unique. This cyclic Sylow p-subgroup

has a unique subgroup P of order p; P is the unique subgroup of R of order p. Assuming

that G is primitive, it suffices to show that G must act 2-transitively. We will show that the

orbits of the subgroup G1 acting on R are {1} and R − {1}, which will imply that G acts

2-transitively by Lemma 2.3. To show this, we use calculations in the group ring Fp[R] and

our previous results about the Schur ring C(G1) in Fp[R].

The first order of business is to show that each G1-orbit Γ of R contains some element

of P , and that the set of elements Γ− P is a union of cosets of P . Define

c =
∑
u∈Γ

u ∈ Fp[R].

Because Γ is a G1-orbit, the sum c in the group ring will be fixed by G1, so c ∈ C(G1). We

are assuming that G is primitive, R is abelian, and p must divide n = |R|. We can therefore

employ Lemma 2.4 (iii), which implies that cp = m1 where m is the number of elements u of

Γ such that up = 1. Because P is the unique subgroup of order p, P contains every element
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of order p in R. Thus up = 1 implies u ∈ P , so m = |Γ ∩ P |. Thus we have

cp =
∑
u∈Γ

up = |Γ ∩ P |1.

If u ∈ Γ−P then up does not have nonzero coefficient in cp, which means that there must

be other elements v ∈ Γ such that vp = up and the number of these elements is a multiple

of p (and therefore 0 in the group ring Fp[R]). Because R is abelian, vp = up if and only

if (vu−1)p = 1 if and only if vu−1 ∈ P . Thus if vp = up then u and v belong to the same

coset of P . Each coset of P has p elements, so the fact that the coefficient on up for some

u ∈ Γ − P in the sum cp is a multiple of p implies that the entire coset Pu is in Γ. This

proves that Γ− P is the union of cosets of P .

To prove that Γ ∩ P 6= ∅, suppose that this intersection is empty. Then Γ− P = Γ must

itself be a union of cosets of P . If we multiply the elements of a coset Pa by an element

u ∈ P , the result is the same coset, since (Pa)u = (Pu)a = Pa because R is abelian.

Then for every element u ∈ P we have Γu = Γ, since Γ is a union of cosets of P . Defining

H = {u ∈ R | Γu = Γ} we have P ⊂ H. The set H is a subgroup of R and is nontrivial since

it contains P . Clearly, H is G1-invariant: If x ∈ G1 and u ∈ H, then Γux = (Γu)x = Γx = Γ

follows from Γ being G1-invariant. Thus ux ∈ H for all x ∈ G1, so H is G1-invariant. Letting

h =
∑

u∈H u in Fp[R] gives us h ∈ C(G1). Since G is primitive, Lemma 2.4 (i) implies that

the support of h generates a subgroup of R that is either 1 or R. Since H is nontrivial, we

must have H = 〈supp(h)〉 = R. But then for any r ∈ R we have Γr = Γ, so R = ΓR = Γ.

This shows that there is only one G1 orbit of R, which is a contradiction because G1 does

not act transitively (every element of G1 fixes 1). We conclude that Γ ∩ P 6= ∅.

Using the two facts that Γ ∩ P 6= ∅ and that Γ − P is a union of complete cosets of

P , we can prove that G acts 2-transitively. We do this by assuming that G does not act

2-transitively and deriving a contradiction. If this is the case, then R−{1} is not an orbit of

G1 by Lemma 2.3. This means that the set R− {1} must contain at least two orbits. Since

there are p − 1 non-identity elements of P , this implies the existence of a G1-orbit Γ that
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does not contain 1 and satisfies m = |Γ ∩ P | ≤ p−1
2

. From the fact that Γ ∩ P 6= ∅, we also

have m > 0.

Now we define certain useful elements of the group ring Fp[R]. Let

a =
∑
u∈Γ∩P

u, b =
∑
u∈P

u, and c =
∑
u∈Γ

u.

We have shown that Γ− P is a union of cosets of P , so there exists some d ∈ Fp[R] that is

the sum of certain coset representatives such that c = a + bd. Now if v ∈ P then naturally

Pv = P ; this implies that bv = b because b is the sum of the elements of P . It follows that

when we multiply a and b, the product ab is the sum of m copies of b. This is because there

are m summands in a, each of which is in P , so each summand when multiplied by b yields

again b. Thus ab = mb. We also have b2 = |P |b by the same reasoning, and since |P | = p = 0

in Fp, we have b2 = 0.

Now we use the fact that C(G1) is a subring of Fp[R]. The element c −m1 is in C(G1)

because c, 1 ∈ C(G1). This implies that e = (c−m1)2 ∈ C(G1) also. Using the substitution

c = a+ bd we obtain

e = (a−m1 + bd)2 = (a−m1)2 + 2(a−m1)bd+ b2d2 = (a−m1)2

because b2 = 0 and (a − m1)bd = (ab − mb)d = 0. Every summand in a is in P , so the

support of the element e = (a−m1)2 is a subset of P .

From the hypothesis that p < n = |R| we have P 6= R. Again we can use Lemma 2.4 (i)

to say that the subgroup generated by supp(e) is either 1 or R, and, since 〈supp(e)〉 ≤ P ,

it must be that 〈supp(e)〉 = {1}. This implies that (a −m1)2 = λ1 for some λ ∈ Fp. The

condition m = |Γ ∩ P | ≤ p−1
2

implies that the coefficient in (a−m1)2 = a2 − 2ma+m21 of

each u 6= 1 must be nonzero. (If m = 1, then the coefficient of any u 6= 1 in a2− 2ma+m21

is either 1 when u = a2 or −2 when u = a. Otherwise, the coefficient k of any particular

u ∈ Γ ∩ P in a2 satisfies 0 ≤ k ≤ m − 1, since for every v ∈ Γ ∩ P there is at most one
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w ∈ Γ ∩ P such that u = vw, and 1 /∈ Γ ∩ P . The total coefficient ` of u in a2 − 2ma+m21

therefore satisfies −(p− 1) ≤ −2m ≤ ` ≤ −m− 1 < 0, so ` is not divisible by p.) It follows

that Γ ∩ P ⊂ {1}. In our choice of Γ we selected an orbit that did not contain 1, which

implies that Γ ∩ P = ∅. This contradicts our previous result about G1-orbits containing

elements of P . We conclude that the orbits of G1 on R are exactly {1} and R − {1}, so G

indeed acts 2-transitively.
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Chapter 3. Primitive Schur Rings

3.1 Primitive Schur Rings

Here we detail a type of Schur ring called a primitive Schur ring. Again we will consider

the case where R is a finite group and G is a subgroup of Sym(R) that contains the image

of the regular representation of R. Let S be a Schur ring in the group algebra F [R] with

principal sets P0 = {1}, P1, ..., Pn. We say that S is primitive if i > 0 implies 〈Pi〉 = R. An

equivalent characterization of a primitive Schur ring is that S over R is primitive if K = 1

and K = R are the only subgroups of R such that K ∈ S.

As with any definition, it is important to consider if such objects even exist. To that

end, there is always the trivial primitive Schur ring over any finite group R generated by the

partition of R into the sets {1} and R − {1}. Other examples are Schur rings over prime

order cyclic groups. If Zp is the cyclic group of order p, where p is prime, then every Schur

ring over Zp is primitive because every principal set (except P0 = {1}) contains a generator

of Zp.

In the proof of the second of the following theorems we will use two standard results that

we give here without proof. Proofs may be found in [2].

Result 3.1. A subgroup R of a group G, where G acts transitively on Ω, acts regularly on

Ω if and only if G = GαR = RGα and R ∩Gα = 1 for every stabilizer Gα.

Result 3.2. Let |Ω| > 1. If G ≤ Sym(Ω) acts transitively on Ω, then G is primitive if and

only if Gα is a maximal proper subgroup of G for each α ∈ Ω.

Now for the theorems.

Theorem 3.3. If G ≤ Sym(R) contains the image of the regular representation of R, then

G acts 2-transitively if and only if C(G1) is the trivial primitive Schur ring.

Proof. The group G acts 2-transitively if and only if the orbits of G1 are {1} and R − {1}

(Lemma 2.3), if and only if the principal sets of C(G1) are {1} and R− {1}.
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Theorem 3.4. Under the hypotheses of Theorem 3.3, G is primitive if and only if C(G1) is

a primitive Schur ring.

Proof. If G is not primitive, then there exists a subgroup L with G1 < L < G by Result 3.2.

From the conditions that G = G1R and G1 ∩ R = 1 (Result 3.1), there exists a subgroup

K with 1 < K < R, G1 ∩ K = 1, and L = G1K = KG1. This implies that in the group

algebra F [R] we have G1 K = L = K G1. (The number of summands in G1 K is equal to

the number of summands in L since G1 ∩K = 1.) Any element of the group algebra F [R]

that commutes with G1 is an element of C(G1), so this implies that K ∈ C(G1).

The sums of principal sets of C(G1) form a basis, so K is a sum of principal elements.

Since K is not trivial, K must contain a nontrivial principal set Pi for some i > 0. This

implies that 〈Pi〉 ≤ K < R, so there exists a principal set that does not generate R. Thus

C(G1) is not a primitive Schur ring, so one implication is proved.

Conversely, suppose that C(G1) is not a primitive Schur ring. From the definition of a

primitive Schur ring, there exists a nontrivial principal set P of C(G1) (a nontrivial orbit of

G1) that generates a subgroup K with 1 < K < R.

We will show that K is a union of orbits of G1. Assume to the contrary that this is not

the case. Then there exists some orbit U of G1 with a ∈ U ∩K and b ∈ U −K. Because

P generates K, there is some m such that P
m

in the group algebra contains a. However,

because C(G1) is a Schur ring and the expansion of P
m

contains an element of the orbit U , it

must contain all the elements of U . In particular, P
m

contains b, which implies that b ∈ K.

This is a contradiction, so K must be the union of orbits of G1.

From this it follows that K ∈ C(G1). Again we use the fact that an element of F [R] is

in C(G1) if and only if it commutes with G1. Thus K ∈ C(G1) implies G1 K = K G1, which

in turn implies G1K = KG1. Then G1K is a nontrivial proper subgroup of G, so G1 is not

a maximal proper subgroup. By Result 3.2 this implies that G is not primitive, completing

the proof.
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These theorems show that information about Schur rings can reveal information about

the underlying groups. This is partially the motivation for classifying the possible Schur

rings over certain groups, which is our concern for the remainder of this work.
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Chapter 4. Classification of Schur Rings

over Finite Cyclic Groups

4.1 Complete Classification

In this chapter we give the result by Leung and Man [4, 5] that completely classifies Schur

rings over finite cyclic groups. There are four types of Schur rings over these groups, and

we provide here the necessary definitions before stating the theorem. We include this result

because we later provide an extension of it when we classify Schur rings over the infinite

cyclic group.

We have already discussed one type of Schur ring over any finite group, the trivial Schur

ring afforded by the partition of G into principal sets {1} and G−{1}. Naturally this is one

of the types in the classification of finite cyclic groups.

If ϕ is an automorphism of G, then we can extend ϕ to be defined on the group algebra

F [G] in the natural way. If α =
∑

g∈G λgg is an element of F [G], then we define

ϕ(α) =
∑
g∈G

λgϕ(g).

If H is a subgroup of Aut(G) then the set of elements of F [G] fixed by every element of H

is a Schur ring over G. We denote this as

F [G]H = {α ∈ F [G] | ϕ(α) = α for all ϕ ∈ H}.

The partition of G that determines this Schur ring is the set of H-orbits of G, which are sets

of the form Ph = {g ∈ G | ϕ(h) = g for some ϕ ∈ H}. This is called an orbit Schur ring.

The next type of Schur ring is a construction of a new Schur ring from two existing ones.

If G and H are finite groups with respective Schur rings S and T, then we can form a Schur

ring over the group G×H as follows. Here we view G and H as subgroups of G×H in the
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natural way. Let B be the partition of G that determines S and let C be the partition of H

afforded by T. The collection D of sets defined by

D = {BC | B ∈ B, C ∈ C}

is a partition of G × H because of the uniqueness of products of elements of G and H

necessitated by the definition of G×H. This partition D determines a subring of F [G×H]

with a basis {BC | B ∈ B, C ∈ C}, and this subring is in fact a Schur ring. We denote this

Schur ring as S · T, and call this construction the dot product of S and T.

The last type of Schur ring in this classification theorem is the semi-wedge product of

Schur rings, and this is a generalization of the wedge product of Schur rings. The construction

relies on several new definitions.

For α ∈ F [G] with α =
∑

g∈G λgg, we define

α∗ =
∑
g∈G

λgg
−1.

We denote this function as ∗ : F [G] → F [G]. We also define a binary operation, denoted

◦ : F [G]× F [G]→ F [G], by

α ◦ β =
∑
g∈G

(λgµg)g,

where α =
∑

g∈G λgg and β =
∑

g∈G µgg. This is called the Hadamard product on F [G]. A

result by Muzychuk [6] states that a subalgebra S of F [G] is a Schur ring if and only if S is

closed under ∗ and ◦ and 1 ∈ S,G ∈ S.

A pre-Schur ring over G is a subalgebra of F [G] that is closed under ∗ and ◦ and contains

G. A pre-Schur ring is also determined by a partition of the group G; the difference here

being that the principal set containing 1 ∈ G is not a singleton set, and in fact it is a

nontrivial subgroup of G.
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Let H be a normal subgroup of G, and consider a Schur ring S with partition D over the

quotient group G/H. Denoting the natural quotient map by π : G → G/H, we can form a

partition C of G by

C = {π−1(D) | D ∈ D}.

Each set in C will be the union of cosets of H. We will denote the subalgebra generated by

C by π−1(S), and this subalgebra is in fact a pre-Schur ring over G called the inflated Schur

ring of S over G.

Now we are ready to define a wedge product of Schur rings. Let H E G, and let S and

T be Schur rings over H and G/H, respectively. Then π−1(T) is the inflated Schur ring of T

over G. The wedge product of S and T is the subalgebra S+π−1(T) of F [G], denoted S∧T.

The wedge product is a Schur ring over G. The principal sets of S∧T are the principal sets

of S along with the preimages π−1(D) for every principal set D 6= {1} of T.

Let 1 < K ≤ H < G be a sequence of finite groups with K E G. Let S and T be

Schur rings over H and G/K, respectively. Denote the quotient map by π : G → G/K. If

H/K ∈ T, K ∈ S, and π(S) = TH/K (the Schur ring T restricted to the subgroup H/K),

then the subalgebra S+π−1(T) of F [G] is the semi-wedge product of S and T. This product

is denoted as S4KT and is a Schur ring over G.

These constructions are just some of the possible ways to find Schur rings over finite

groups, but together they are enough to construct all possible Schur rings over a finite cyclic

group. This brings us to the statement of the classification theorem for finite cyclic groups.

Theorem 4.1. Let G be a finite cyclic group and let S be a Schur ring over G. Then one

of the following is true:

(i) S is trivial, meaning S is given by the partition {1}, G− {1}.

(ii) S is an orbit Schur ring: there exists a subgroup H ≤ Aut(G) such that S is given by

the partition of G into orbits of H.
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(iii) S is a dot product of Schur rings: there exist nontrivial subgroups H,K ≤ G such

that G = H ×K and Schur rings SH and SK over H and K, respectively, such that

S = SH ·SK.

(iv) S is a semi-wedge product of Schur rings: there exist nontrivial proper subgroups

1 < K ≤ H < G such that K E G and Schur rings SH and SG/K over H and G/K

respectively, such that S = SH4KSG/K.

We say that a Schur ring is traditional if it is one of these four types: trivial, orbit, dot

product, or (semi)-wedge product. In the next few chapters we will explore Schur rings over

various infinite groups, thus expanding the work referenced here on finite groups. We will

see that there exist nontraditional Schur rings over free groups but that every Schur ring

over the infinite cyclic group is traditional.

25



Chapter 5. Schur Rings over Free Groups

In this section we shift our focus to Schur rings over infinite groups. Every Schur ring

encountered so far was over a finite group; the theory of Schur rings was first developed only

for such groups. Here we consider infinite groups, since the definition of a Schur ring given

in Chapter 1 does not specify that the group G under consideration must be finite. The

important thing to keep in mind is that the principal sets in the partition of a group must

be finite, regardless of the cardinality of the group.

5.1 A Traditional Example

We denote the free group on n generators by Fn = 〈x1, x2, ..., xn | ∅〉. This is the group of

“words” that can be formed from the n generators x1, ..., xn and their formal inverses. Recall

that one of the traditional types of Schur rings is an orbit Schur ring, which has a partition

given by orbits of a finite subgroup of the automorphism group. One such example of a

subgroup of Aut(Fn) is the Coxeter group of type Bn.

The Coxeter group of type Bn can be represented as a permutation group on a set of

order 2n. If Ω = {1, 2, ..., 2n} then Bn is the permutation group on Ω generated by the

following three permutations: α = (1, 2)(n + 1, n + 2), β = (1, 2, ..., n)(n + 1, n + 2, ..., 2n),

and γ = (1, n+ 1). It has order 2nn!.

By declaring Ω = {x1, x2, ..., xn, x
−1
1 , ..., x−1

n } to be the set of generators and inverses

of Fn, we naturally see how each element of Bn acts on Ω to produce an automorphism

of Fn. For example α = (x1, x2)(x−1
1 , x−1

2 ) generates the automorphism of Fn given by

x1 7→ x2, x2 7→ x1, x
−1
1 7→ x−1

2 , x−1
2 7→ x−1

1 , and all other generators and inverses are fixed.

The partition of Fn into the orbits of Bn (or any subgroup of Bn) will produce a traditional

Schur ring over Fn. We illustrate a concrete construction here. Let n = 2. (Even stepping

up to n = 3 makes the group Bn grow to order 48, so we will keep things simple.) With

F2 = 〈a, b〉 and Ω = {a, b, a−1, b−1}, the group B2 is generated by α = β = (a, b)(a−1, b−1)

26



and γ = (a, a−1); B2 has order 8. We note that B2 acts transitively on Ω, which means that

Ω is a principal set. To find orbits of another element, say ab, we take each ϕ ∈ B2 and

compute ϕ(ab) = ϕ(a)ϕ(b). We note that this implies that ϕ(ab) is itself the product of two

generators or inverses. Thus the action of Bn preserves the length of elements of Fn, which

we will investigate more in the next section. A few principal sets of the partition of F2 are

P0 = {1}, P2 = {ab, ab−1, ba, ba−1, a−1b, a−1b−1, b−1a, b−1a−1},

P1 = {a, b, a−1, b−1}, P3 = {a2, b2, a−2, b−2}.

5.2 A Nontraditional Schur Ring over a Free Group

Given an element x of Fn = 〈x1, ..., xn〉, there exists a representation of the element using the

fewest number of the given generators and their inverses; the number of letters in this smallest

representation is the length of x and is denoted by |x|. For example, |x2
1x
−1
1 x2| = |x1x2| = 2

and |x−2
4 x3

1| = 5.

We can form a Schur ring over Fn in the following way. Partition Fn into principal sets

P0, P1, P2, ... defined by Pi = {x ∈ Fn : |x| = i}. Each set contains all the elements of Fn

having a given length. As an example, consider the free group on two generators, F2 = 〈a, b〉.

The sets in the partition are

P0 = {1},

P1 = {a, b, a−1, b−1},

P2 = {a2, b2, a−2, b−2, ab, a−1b, ab−1, a−1b−1, ba, ba−1, b−1a, b−1a−1}, etc.

Partitioning Fn into these sets satisfies the properties of a Schur ring because

(i) each Pi is finite (there being only finitely many possible words of a given length due

to the number of generators being finite),

(ii) P0 = {1} (the only word of length zero is the identity),
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(iii) Pi = P−1
i for each i (since the inverse of a word has the same length as the original

word), and

(iv) for k ≤ m,

Pk Pm = λm−kPm−k + λm−k+2Pm−k+2 + · · ·+ λm+kPm+k;

here λi ∈ N, as we now show (so the product of principal elements is a linear combination

of principal elements.)

In (iv) above, the product of a word of length k and a word of length m is a word of

length at most m + k if there is no cancellation. If there is cancellation between the two

terms, it occurs in pairs (hence the increments of 2 in the indices); maximum cancellation

completely cancels the shorter word (here of length k), so the minimum length is m − k.

Because each principal element contains all the words of that length, all possible words of

lengths m− k to m+ k in increments of 2 will occur. The coefficients can be determined as

λm+k−2` = (2n− 1)`−1(2n− 2), as follows.

Consider Pk and Pm with k ≤ m. Let 0 ≤ ` ≤ k and t = m + k − 2`. Given any word

w = w1 · · ·wt of length t, the coefficient of w in the product Pk Pm is the number of ways

w1 · · ·wt can be written as a product uv of words u and v where |u| = k and |v| = m. If

uv = w, then by comparing the lengths of u, v, and w we must have that the last ` letters

of u cancel with the first ` letters of v to form a word of length t = m+ k − 2`.

We can write out w = w1 · · ·wt as the product of what remains of u and v after all

the inverse pairs have been canceled. We get w = (w1 · · ·wk−`)(wk−`+1 · · ·wt). We have

canceled a word x1 · · ·x` of length ` with its inverse, so when we insert these back in we

obtain (w1 · · ·wk−`)(x1 · · ·x`)(x−1
` · · ·x

−1
1 )(wk−`+1 · · ·wt). Thus the number of ways w can

be written as a product uv is the number of words x1 · · ·x` of length ` such that x1 6= wk−`

and x−1
1 6= wk−`+1. Since wk−` and wk−`+1 are not inverses (otherwise they too would cancel

in the end), this puts two restrictions on x1, namely x1 6= wk−` and x1 6= w−1
k−`+1. Thus
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there are 2n − 2 possible choices for x1. There are 2n − 1 possible choices for x2, since the

only restriction is x2 6= x−1
1 . Similarly there are 2n − 1 possible choices for each xi where

2 ≤ i ≤ `.

This gives a total of (2n − 1)`−1(2n − 2) distinct words of length ` that satisfy these

conditions. Because all words of length k appear in Pk and all words of length m appear in

Pm, all of the possible combinations of words u ∈ Pk and v ∈ Pm that have these ` letters

that cancel will occur, so each word of length t = m + k − 2` appears (2n − 1)`−1(2n − 2)

times in the product Pk Pm. The case when k > m is similar.

Additionally, the cardinality of Pi can be shown to be |Pi| = (2n)(2n− 1)i−1 as follows:

Given a word of length i, there are 2n choices for the first letter, since there are n generators

and n inverses of these generators. For the second letter, the inverse of the first letter cannot

be chosen because it would cancel the first letter and leave a word of length less than i.

However, all other 2n − 1 generating letters (or inverses) are available, and this holds for

each successive letter. Thus there are (2n)(2n − 1)i−1 distinct words of length i, so this is

the cardinality of the set Pi.

One final property of this construction to note is that this Schur ring is not an orbit

Schur ring for n ≥ 2. If this were the case, then because the principal set P2 contains the

elements x2
1 and x1x2, there must be some automorphism of Fn such that x2

1 7→ x1x2. No

such automorphism exists, since this would require that x1x2 was equal to some square a2

where x1 7→ a. Additionally, the free group Fn has no nontrivial finite subgroups, which are

required in the decomposition of a Schur ring into a dot product or wedge product. The

trivial Schur ring construction is also impossible, since Fn − {1} is not finite. A Schur ring

S over Fn is therefore traditional if and only if S is an orbit Schur ring. This shows that

there exist Schur rings over free groups that are nontraditional, since the Schur rings just

constructed are not orbit Schur rings.
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5.3 Variations on Nontraditional Schur Rings

Once we have a nontraditional Schur ring we can use automorphisms to construct more

nontraditional Schur rings. Given a Schur ring with principal sets {Pi}i∈I (where I contains

a distinguished element 0) over a group G and an automorphism ϕ ∈ Aut(G), the sets

{ϕ(Pi)}i∈I form a partition of G that produces a Schur ring.

This is relatively simple to see. Clearly the sets {ϕ(P0)}i∈I do form a partition of G into

finite sets because ϕ is a bijection and each Pi is finite. The set ϕ(P0) = {ϕ(1)} = {1}

consists of the identity because ϕ is a homomorphism. Since ϕ(g−1) = ϕ(g)−1 for every

g ∈ G, the set consisting of the inverses of the elements of ϕ(Pi) will be the set ϕ(P−1
i ),

which will be an element of the partition. And finally, for each pair Pi, Pj there are scalars

λk ∈ F indexed by some K ⊂ I with |K| <∞ so that

Pi Pj =
∑
k∈K

λkPk,

and these same scalars will cause the equation

ϕ(Pi) ϕ(Pj) =
∑
k∈K

λkϕ(Pk)

to hold in the group algebra because ϕ is a homomorphism. These facts together show that

ϕ does produce a new Schur ring from an existing one.

As an example, consider the Schur ring S over F2 = 〈a, b〉 constructed in the previous

section, with principal sets Pi = {x ∈ F2 : |x| = i}. Define a homomorphism ϕ : F2 → F2 by

ϕ : a 7→ ab,

b 7→ b

on the generators. This is an automorphism of F2, so the images of the principal sets of

S will produce a partition for a Schur ring. The interesting thing to note here is that this
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automorphism gives a different Schur ring because it maps a word of length 1 to a word of

length 2, which results in sets that no longer contain words of a single length. We can see

this in the first few principal sets of the new Schur ring:

ϕ(P0) = {1},

ϕ(P1) = {ab, b, b−1a−1, b−1},

ϕ(P2) = {abab, b2, b−1a−1b−1a−1, b−2, ab2, b−1a−1b, a, b−1a−1b−1, bab, a−1, b−1ab, b−2a−1}.

The set ϕ(P2) contains words of lengths 1, 2, 3, and 4. Naturally this Schur ring over F2

is not an orbit Schur ring, since that would require some automorphism σ ∈ Aut(F2) such

that σ(b2) = a, and a is not a square in Fn.
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Chapter 6. Schur Rings over Some Infinite

Torsion Groups

6.1 A First Example

We’ll start with an example. Consider the additive subgroup Z(2∞) of Q/Z consisting of all

elements with order 2k for some k = 0, 1, 2, .... These elements can all be represented as a
2k

for some odd a satisfying 1 ≤ a ≤ 2k.

Let A0 = {0}, and for each k ≥ 1 define

Ak =
{ a

2k
: 1 ≤ a ≤ 2k, a ≡ 1 mod 4

}
and Bk =

{
b

2k
: 1 ≤ b ≤ 2k, b ≡ 3 mod 4

}
.

Thus

A1 = B1 =

{
1

2

}
,

A2 =

{
1

4

}
, B2 =

{
3

4

}
,

A3 =

{
1

8
,
5

8

}
, B3 =

{
3

8
,
7

8

}
, etc.

This is a partition of Z(2∞) into finite sets, and we will show that this induces a Schur

ring over Z(2∞). For k ≥ 2, we note that Ak and Bk both contain 2k−2 elements, since

there are 2k−1 odd integers less than 2k and each set contains elements with half of the odd

numerators.

By construction {0} is a principal set. We have A1 = A−1
1 , and for k ≥ 2, a ≡ 1 mod 4

implies that 2k−a ≡ 3 mod 4 since 4 | 2k. Thus for a given a
2k

with a ≡ 1 mod 4 the inverse

b
2k

= 2k−a
2k

satisfies b ≡ 3 mod 4. The inverse of an element of Ak is therefore an element

of Bk, and since Ak and Bk have the same number of elements it follows that A−1
k = Bk.

Taking inverses gives B−1
k = Ak.
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The last thing to show is that the product of two of these principal elements in the group

algebra is a linear combination of principal elements. We will first show that the product of

any group element s
2j

and a principal element Ak is always a linear combination of principal

elements when j ≤ k.

Set e = s
2j

for some odd s and j ≥ 1. Consider the product e Ak in the group algebra.

Assume first that j ≤ k − 2. Then

e Ak =
( s

2j

)( 1

2k
+

5

2k
+ · · ·+ 2k − 3

2k

)
=

2k−js+ 1

2k
+

2k−js+ 5

2k
+ · · ·+ 2k−js+ 2k − 3

2k

= Ak.

This is because 2k−j ≥ 4, so 2k−js is 0 mod 4. This makes 2k−js+ a ≡ a ≡ 1 mod 4. Every

element in the sum above is therefore an element of Ak, and because we are adding the same

quantity 2k−js to each numerator we will get a permutation of the elements of Ak.

When j = k − 1 then 2k−j = 2. This makes every numerator in the sum calculated

above congruent to 3 mod 4. Thus every 2s+a
2k

is an element of Bk, and adding 2s to every

a ≡ 1 mod 4 gives a permutation of Bk. Thus e Ak = Bk in this case.

Finally assume j = k ≥ 2. (The cases of k = 0, 1 are similar.) Then either s
2k
∈ Ak or

s
2k
∈ Bk. In the first case we can reorder the elements of Ak as s

2k
, s+4

2k
, s+8

2k
, s+12

2k
, ..., s+4(2k−2−1)

2k
.

Then

e Ak =
2s

2k
+

2s+ 4

2k
+

2s+ 8

2k
+

2s+ 12

2k
+ · · ·+ 2s+ 4(2k−2 − 1)

2k

=
s

2k−1
+
s+ 2

2k−1
+
s+ 4

2k−1
+
s+ 6

2k−1
+ · · ·+ s+ 2(2k−2 − 1)

2k−1

= Ak−1 +Bk−1,

because s+ 2m for 0 ≤ m ≤ 2k−2 − 1 runs over all odd integers less than 2k−1 exactly once.
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If s
2k
∈ Bk, then we can reorder the elements of Ak as t

2k
, t+4

2k
, t+8

2k
, t+12

2k
, ..., t+4(2k−2−1)

2k

where s+ t = 2k, because the inverse of s
2k

is an element of Ak.

This gives us

e Ak =
s+ t

2k
+
s+ t+ 4

2k
+
s+ t+ 8

2k
+
s+ t+ 12

2k
+ · · ·+ s+ t+ 4(2k−2 − 1)

2k

=
0

2k
+

4

2k
+

8

2k
+

12

2k
+ · · ·+ 4(2k−2 − 1)

2k

= 0 +
1

2k−2
+

2

2k−2
+

3

2k−2
+ · · ·+ (2k−2 − 1)

2k−2

= Ak−2 +Bk−2 + Ak−3 +Bk−3 + · · ·+ A1 + A0.

In every case, e Ak is a sum of principal elements.

The same type of argument shows that e Bk is equal to Bk (when j ≤ k − 2), Ak (when

j = k − 1), Ak−1 + Bk−1 (when j = k and e ∈ Bk), or A0 + A1 +
∑k−2

i=2 Ai + Bi (when

j = k ≥ 2 and e ∈ Ak).

Given two principal sets Aj, Ak we can assume j ≤ k and write Aj = e1 + · · · + e2j−2

where the ei are the individual elements of Aj. Then

Aj Ak =
2j−2∑
i=1

ei Ak.

Because each ei Ak is a linear combination of principal elements, this shows that Aj Ak is

a linear combination of principal elements. Because G is abelian, Ak Aj = Aj Ak, so any

product of two A sets is a linear combination of principal elements.

Similarly, all products of the form Aj Bk, Bj Ak, and Bj Bk are linear combinations of

principal elements. This proves that this partition of Z(2∞) produces a Schur ring.

6.2 A General Construction

We can extend this construction to Z(p∞) for any prime p. Let G = Z(p∞) ≤ Q/Z, the group

of all elements of order pk for some k ∈ N. These are represented as rational numbers of the
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form a
pk

modulo 1. Fix some n ∈ N, and for each j such that 1 ≤ j ≤ pn and gcd(j, p) = 1

and each k ∈ N, define

Aj,k =

{
a

pk
∈ Z(p∞) : a ≡ j mod pn

}
.

We claim that {Aj,k} along with A0 = {0} forms a Schur ring over Z(p∞). (In certain

cases it may be that Aj,k = Ai,k for some i 6= j. In these cases we ignore any duplicates and

choose one representation for each set. This is important in the upcoming computations,

when we leave duplicates out of summations to avoid overcounting.) The sets Aj,k form a

partition of Z(p∞) because any element a
pk

written in lowest terms is in exactly one of the

sets Aj,k, since the integer a not divisible by p is congruent to exactly one such j between 1

and pn modulo pn. Each set Aj,k is clearly finite, and A0 = {0} satisfies the identity element

condition of the partition.

If k ≤ n, then Aj,k consists of a single element. When k > n there are ϕ(pn) = pn−1(p−1)

sets Aj,k since this is the number of positive integers j ≤ pn relatively prime to pn. There

are ϕ(pk) = pk−1(p − 1) positive integers smaller than and relatively prime to pk, so this is

the number of elements of G with denominator pk in reduced form. Each Aj,k has an equal

number of elements, which is therefore pk−1(p−1)
pn−1(p−1)

= pk−n when k > n.

We now show that the partition {A0, Aj,k} forms a Schur ring over G. For a given Aj,k,

the integer i = pk − j is relatively prime to pn. The (additive) inverse of a
pk

is pk−a
pk

, and

a ≡ j mod pn implies that pk − a ≡ pk − j ≡ i mod pn. Thus Ai,k contains the inverse of

every element of Aj,k. The sets Aj,k and Ai,k have the same number of elements, which

implies A−1
j,k = Ai,k.

To prove the product of principal elements is a linear combination of principal elements

we use a similar strategy as in the proof of the example preceding this. Let e = s
pk

where

gcd(s, p) = 1. Let Ai,m be a principal set with k ≤ m. We note that we can express the

elements of Ai,m as t
pm
, t+p

n

pm
, t+2pn

pm
, ..., t+(r−1)pn

pm
for some t with gcd(t, p) = 1, where r = pm−n

is the number of elements in Ai,m. We assume throughout that m > n, otherwise every
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individual summand in the product eAi,m has denominator at most pm ≤ pn and is therefore

in its own principal set.

Assume k ≤ m − 1. Then pm−ks is a multiple of p, which implies that pm−ks + t is not

divisible by p because gcd(t, p) = 1.

Then letting h = pm−ks+ t gives

e Ai,m =

(
s

pk

)(
t

pm
+
t+ pn

pm
+
t+ 2pn

pm
+ · · ·+ t+ (r − 1)pn

pm

)
=
pm−ks+ t

pm
+
pm−ks+ t+ pn

pm
+
pm−ks+ t+ 2pn

pm
+ · · ·+ pm−ks+ t+ (r − 1)pn

pm

=
h

pm
+
h+ pn

pm
+
h+ 2pn

pm
+ · · ·+ h+ (r − 1)pn

pm

= Ah,m.

This takes care of the case where k ≤ m− 1.

Now assuming that k = m there are two cases to consider. The first case is e ∈ A−1
i,m.

This means that we can stipulate that s + t = pm ≡ 0 mod p when we choose t in the

representation of Ai,m.

In this case the product simplifies to

e Ai,m =

(
s

pm

)(
t

pm
+
t+ pn

pm
+
t+ 2pn

pm
+ · · ·+ t+ (r − 1)pn

pm

)
=
s+ t

pm
+
s+ t+ pn

pm
+
s+ t+ 2pn

pm
+ · · ·+ s+ t+ (r − 1)pn

pm

=
0

pm
+
pn

pm
+

2pn

pm
+ · · ·+ (r − 1)pn

pm

= 0 +
1

pm−n
+

2

pm−n
+

3

pm−n
+ · · ·+ r − 1

pm−n

= 0 +
1

pm−n
+

2

pm−n
+

3

pm−n
+ · · ·+ pm−n − 1

pm−n

= A0 +
m−n∑
k=1

∑
1≤j≤pn

gcd(j,p)=1

Aj,k.
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Here we note the omission of any duplicate sets in the summation above; each set appears

only once in the sum. This finishes this case in which e ∈ A−1
i,m.

The last case to consider is when e /∈ A−1
i,m. In this case it may be that s + t = puv for

some 0 ≤ u ≤ m and p - v. Then

e Ai,m =

(
s

pm

)(
t

pm
+
t+ pn

pm
+
t+ 2pn

pm
+ · · ·+ t+ (r − 1)pn

pm

)
=
puv

pm
+
puv + pn

pm
+
puv + 2pn

pm
+ · · ·+ puv + (r − 1)pn

pm

=
v

pm−u
+
v + pn−u

pm−n
+
v + 2pn−u

pm−n
+
v + 3pn−u

pm−n
+ · · ·+ v + (r − 1)pn−u

pm−n
.

The terms v+xpn−u

pm−u
will be in distinct principal sets for 0 ≤ x < pu, since xpn−u are distinct

modulo pn for these values of x. But for the next set of x values pu ≤ x < 2pu we will get

one additional element from each of the principal sets from the first set of x values. This

continues up to the last set (pm−n− p)(pu) ≤ x ≤ (pm−n− 1)(pu). Thus we have divided the

pm−n terms in the product e Ai,m into pu sets each with pm−n−u distinct elements. Since the

principal sets with denominator pm−u have pm−n−u elements, this accounts for the complete

principal sets. Thus e Ai,m is the sum of principal elements in this case also. (In the event

that m− u ≤ n this breaks down into a sum of singleton principal elements.)

This concludes showing that e Ai,m is a linear combination of principal elements for any

e = s
pk

with k ≤ m. The general result that Aj,k Ai,m is a linear combination of principal

elements when k ≤ m follows from writing Aj,k = e1 + · · ·+ epk−n and using

Aj,k Ai,m =

pk−n∑
`=1

e` Ai,m,

since e` Ai,m is a linear combination of principal elements for every `. When k > m we use

commutativity, since Aj,k Ai,m = Ai,m Aj,k. This completes showing that {A0, Aj,k} forms a

Schur ring over G = Z(p∞).
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We have therefore proved

Proposition 6.1. Let p be prime, and fix some n ∈ N. The partition of Z(p∞) into sets of

the form

Aj,k =

{
a

pk
∈ Z(p∞) : a ≡ j mod pn

}
for each pair j, k where k ∈ N, 1 ≤ j ≤ pn and gcd(j, p) = 1, along with A0 = {0}, produces

a Schur ring over Z(p∞).
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Chapter 7. Schur Rings over Free Abelian

Groups

In this chapter we introduce Schur rings over groups of the form Zn, the free abelian groups.

Our notation will be multiplicative, with Zn = 〈x1, x2, ..., xn | xixj = xjxi for all i, j〉.

Elements of Zn will therefore be of the form xa11 · · ·xann where a1, ..., an ∈ Z.

In this chapter we prove some general results about principal elements of Schur rings over

Zn. We will employ these to completely classify Schur rings over the infinite cyclic group Z

in the next chapter.

7.1 Some General Results

For this section, let n be a positive integer and let S be a Schur ring over Zn. We will

call an element xa11 · · ·xann of Zn primitive if gcd(a1, ..., an) = 1. For brevity, we will usually

denote an element of Zn by xα = xa11 · · ·xann where α = (a1, a2, ..., an). For a given integer

m, we will define mα = (ma1,ma2, ...,man) so that xmα = (xα)m, and for given n-tuples

α = (a1, ..., an) and β = (b1, ..., bn) we will define α + β = (a1 + b1, ..., an + bn) so that

xα+β = xαxβ. Occasionally we will also use the notation xm to mean xm1 · · ·xmn where m is

an integer. The principal set in the partition defining S containing the element xα will be

denoted as Pα.

Lemma 7.1. Let xα = xa11 · · ·xann be an element of Zn. Suppose that there is some r ∈ N

such that {(xα)r} = {xrα} is a principal set. Let m ∈ N be the smallest such natural number.

Then for all integers j, k ∈ Z, the equation P(k+jm)α = (xα)jmPkα holds.

Proof. For any β, we can write the principal element of S containing xβ as Pβ = xβ + Aβ.

Here we simply have Aβ = Pβ − {xβ}.

Because {xmα} is a principal set, {x−mα} is also a principal set. Then for k ∈ Z, the

product of x−mα and P(m+k)α in the group algebra is a product of principal elements and is
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therefore a linear combination of principal elements. Written out, we have

x−mαP(m+k)α = x−mα(x(m+k)α + A(m+k)α) = xkα + x−mαA(m+k)α.

Since x(m+k)α has coefficient 1 in P(m+k)α, the element xkα has coefficient 1 in x−mαP(m+k)α.

Thus the principal set Pkα appears with coefficient 1 in this sum. (All monomials in the sum

have coefficient 1.) This allows us to write

x−mαP(m+k)α = xkα + x−mαA(m+k)α = Pkα +B(m+k)α = xkα + Akα +B(m+k)α,

where B(m+k)α contains all the elements in the sum that are not in Pkα. By subtracting xkα

and multiplying by xmα we have the equation

A(m+k)α = xmα(Akα +B(m+k)α). (7.1)

Using this same process we can write

xmαPkα = xmα(xkα + Akα) = x(m+k)α + xmαAkα = x(m+k)α + A(m+k)α + C(m+k)α,

where again C(m+k)α is simply the set containing all elements in the sum not in P(m+k)α.

Here we subtract x(m+k)α and multiply by x−mα to obtain Akα = x−mα(A(m+k)α + C(m+k)α).

Now we substitute this expression for Akα into Equation (7.1), which gives

A(m+k)α = xmα(Akα +B(m+k)α)

= xmα(x−mα(A(m+k)α + C(m+k)α) +B(m+k)α)

= A(m+k)α + C(m+k)α + xmαB(m+k)α.
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This implies that the sets B(m+k)α and C(m+k)α are both empty, since the coefficient of

every element in the sum is nonnegative. The equation A(m+k)α = xmα(Akα +B(m+k)α) then

simplifies to A(m+k)α = xmαAkα, so A(m+k)α = xmαAkα.

Induction on j using the same argument yields A(k+jm)α = xjmαAkα for all integers k, j.

Thus

P(k+jm)α = x(k+jm)α + xjmαAkα = xjmα(xkα + Akα) = xjmαPkα.

It follows that P(k+jm)α = xjmαAkα = (xα)jmPkα, and this proves Lemma 7.1.

Lemma 7.2. Let xα be an element of the group Zn. If {xmα} is a principal set for some m,

then {xα} is a principal set.

Proof. Let m be the least positive integer such that {xmα} is a principal set of the Schur

ring S over Zn. We will show that m = 1.

To do this, we impose an ordering on n-tuples of integers. Given n-tuples ρ = (r1, ..., rn)

and σ = (s1, ..., sn), we say that ρ < σ if r1 < s1, or if r1 = s1 and r2 < s2, and so on.

In other words, if there exists some k such that 1 ≤ k ≤ n and ri = si for all 1 ≤ i < k

and rk < sk, then ρ < σ. We note that if ρ < σ, then kρ < kσ for any positive integer k;

similarly kσ < kρ for any negative integer k.

We consider the principal set Pα containing xα. Here we use a result of Wielandt ([7],

Theorem 23.9; see also [8]) extended to infinite abelian groups. The original result states

that for a Schur ring S over an abelian group of order n and an element c =
∑
λuu ∈ S,

the element c(m) =
∑
λuu

m is also an element of S whenever m and n are relatively prime.

Since Zn is a torsion-free group, we can extend this theorem to assert that c(m) is an element

of S for every m ∈ Z and c ∈ S, as follows. From the relations (λc+µd)(m) = λc(m) +µd(m)

and c(mm′) = (c(m))(m′) in the group ring, it suffices to show that c(p) ∈ S for a prime p and

c =
∑
u. (Note every nonzero coefficient in the sum is 1.) Then cp ≡ c(p) mod p in the

group ring, since Zn is abelian. From [7] we know that reducing the coefficients of a sum in

S modulo p again yields an element of S. Since cp ∈ S, this means that c(p) ≡ cp mod p

is an element of S. Since every element of Zn has infinite order, the coefficient of every
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element in the sum c(p) =
∑
up is 1. Thus c(p) is equal to c(p) reduced modulo p, so c(p) itself

is an element of S, and the desired result follows.

Let b be an integer. This result implies that P
(b)
α is an element of S. Thus it must

be a linear combination of principal elements. The monomial xbα has coefficient 1 in P
(b)
α ,

which implies that the principal element Pbα containing xbα has coefficient 1 in P
(b)
α . Thus

Pbα ⊆ P
(b)
α .

For any integer h, the element xhmα = (xmα)h is an element of the Schur ring because it

is a power of a principal element. (This is because {xmα} is a principal set by assumption.)

Therefore the product xhmαPα is an element of the Schur ring, and furthermore by Lemma

7.1 we have the equality

xhmαPα = P(1+hm)α.

Taking b = 1 + hm in the previous paragraph gives us

xhmαPα = P(1+hm)α ⊆ P (1+hm)
α .

By counting the number of elements we see that the two sets xhmαPα and P
(1+hm)
α have

the same number of elements, which implies the equality xhmαPα = P
(1+hm)
α .

If we denote the exponents of the elements of Pα by α1 < α2 < · · · < αr, then for h > 0

the exponents of the elements of xhmαPα are

α1 + hmα < α2 + hmα < · · · < αr + hmα.

The exponents of P
(1+hm)
α1 are

(1 + hm)α1 < (1 + hm)α2 < · · · < (1 + hm)αr,

and since these two sets are equal the exponents must be equal in the order given above,

giving us αi + hmα = (1 + hm)αi for all 1 ≤ i ≤ r and all h > 0. This implies that αi = α
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for all i since m > 0. This shows that the exponent of any element of Pα is equal to α, which

implies that Pα = {xα}. This proves Lemma 7.2.

Lemma 7.3. Let α 6= (0, 0, ..., 0). If p is prime and r > 0, then xp
rα 6∈ Pα and

Pprα ⊆ P (pr)
α = {xprβ | xβ ∈ Pα}.

Proof. Let p be prime and let r be an integer greater than 0. Assume by way of contradiction

that xp
rα ∈ Pα. Denote Pα = {xα1 , ..., xαs} so that the corresponding principal element of

the Schur ring is Pα = xα1 + · · ·+ xαs . We stipulate that α1 < α2 < · · · < αs.

Using the multinomial theorem, raising Pα to the power of pr can be expressed as

Pα
pr

=
s∑
i=1

xp
rαi +

∑
i1+···+is=pr

(
pr

i1, ..., is

)
xi1α1+···+isαs

where
(

pr

i1,...,is

)
= pr!

i1!i2!···is! are the multinomial coefficients. Each of these multinomial coeffi-

cients in the second sum is a multiple of p because when some ij is nonzero and ij < pr for all

1 ≤ j ≤ s the expression pr!
i1!i2!···is! will have at least one factor of p that is not canceled by any

ij!. Because xα ∈ Pα, the group element xp
rα appears in the first sum in the above expres-

sion. Furthermore, it appears exactly once because the exponents α1, ..., αs are distinct. This

implies that the coefficient on xp
rα in the entire expansion of Pα

pr

is congruent to 1 mod p

because if it appears in the second sum then it does so with a coefficient divisible by p. From

the definition of a Schur ring, the product Pα
pr

is a linear combination of principal sets.

We are assuming that xp
rα is in Pα, so the fact that xp

rα appears with coefficient 1 mod p

implies that the every element of Pα appears in the sum Pα
pr

with coefficient 1 mod p.

There are s elements xα1 , ..., xαs of Pα and s group elements xp
rα1 , ..., xp

rαs that appear

with coefficient 1 mod p in Pα
pr

, which means that these two sets of s elements must be

equal. This is a contradiction, however, since the exponents α1, ..., αs in Pα are not the same

as the exponents prα1, ..., p
rαs. In particular, α1 < prα1 < · · · < prαs, so α1 6= prαi for all

1 ≤ i ≤ s. We conclude that xp
rα cannot be in Pα.
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For the second part of the statement of the lemma, we need to show that Pprα ⊆ P
(pr)
α .

This follows from the fact that xp
rα ∈ Pprα by definition, which implies that Pα

pr

contains

the sum Pprα because xp
rα appears in Pα

pr

. Furthermore, the coefficient on Pprα must be

congruent to 1 mod p. This implies that every group element in Pprα must appear in the

first sum in the expansion of Pα
pr

, so every group element in Pprα is of the form xp
rαi for

some αi where xαi ∈ Pα. This exactly proves Pprα ⊆ P
(pr)
α .

Corollary 7.4. If xα is a primitive element and xβ ∈ Pα, then xβ is also a primitive element.

Proof. Suppose to the contrary that xβ is not primitive. Then the greatest common divisor

of the nonzero integers in the n-tuple β can be written as prk for some prime p and positive

integers r, k. This allows us to write xβ = (xγ)p
r

for some n-tuple γ.

Then by Lemma 7.3 we can write

Pα = Pβ = Pprγ ⊆ P (pr)
γ .

All elements in P
(pr)
γ are of the form xp

rδ for some n-tuple δ and are therefore not primitive.

This implies that xα ∈ Pα = P
(pr)
γ is not primitive, a contradiction. We conclude that all

elements of Pα are primitive when xα is primitive.
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Chapter 8. Schur Rings over the Infinite

Cyclic Group

8.1 Schur Rings over the Infinite Cyclic Group

In this section we will completely classify all Schur rings over the free group on one generator

(the infinite cyclic group). This will extend the earlier classification theorem of Schur rings

over finite cyclic groups. The infinite cyclic group is isomorphic to the integers under addi-

tion, and we will denote this group multiplicatively by Z = 〈x〉. Our result is the following

classification:

Proposition 8.1. Any Schur ring S over Z is given by one of the following partitions:

{
{xk} | k ∈ Z

}
,{

{xk, x−k} | k ∈ Z+ ∪ {0}
}
.

The Schur ring generated by the partition of Z into singleton sets is the discrete Schur

ring. This partition always yields a Schur ring, so the interesting part of this proposition is

that there is only one other Schur ring over Z, generated from the partition of Z into sets

containing pairs of inverses. We note that this partition is the set of orbits of Z under the

automorphism i : x 7→ x−1. We recall that any finite group of automorphisms of a group

determines a Schur ring over that group, and that Aut(Z) = 〈i〉.

For the remainder of this section we will use the following notation. Let S be a Schur

ring over Z. For each k ∈ Z, let Pk be the principal set containing the group element xk. To

prove the above proposition, we will use Lemmas 7.2 and 7.3. We restate them here using

our notation for Schur rings over Z.
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Lemma 8.2. If {xm} is a principal set for any m, then {x} is a principal set.

Lemma 8.3. If p is prime and k > 0, r > 0 then xp
rk 6∈ Pk and

Pprk ⊆ P
(pr)
k = {xprn | xn ∈ Pk}.

With these lemmas, the proof of Proposition 8.1 is straightforward. We will investigate

the elements of Z that are in the principal set P1 containing x, showing that either P1 = {x}

or P1 = {x, x−1}. Then we will prove that P1 = {x} implies that S is the discrete Schur

ring and that P1 = {x, x−1} implies that S is the Schur ring given by the partition of Z into

sets of the form {xk, x−k}.

Proof of Proposition 8.1. Suppose that xk ∈ P1 for some k > 1. As a consequence, P1 = Pk.

Then we can write k = pm for some prime p. By Lemma 8.3, we have P1 = Pk = Ppm ⊆ P
(p)
m .

Every group element in P
(p)
m has an exponent that is a multiple of p. However, x ∈ P1 implies

x ∈ P (p)
m , but x does not have an exponent divisible by p. This yields a contradiction, so it

must be that no positive power of x is in P1.

From the definition of a Schur ring, the set P−1
1 = {x−n | xn ∈ P1} is also a principal set.

It follows similarly that if xk ∈ P1 for some k < 0 then we can apply the argument in the

previous paragraph to P−1
1 to conclude that k = −1.

This gives us two possibilities. Either P1 = {x} or P1 = {x, x−1}. In the first case, S

is the discrete Schur ring because any single group element is a power of P1 in the group

algebra. Given xk with k > 0 we can write xk = P1
k
, so xk is a linear combination of

principal elements and therefore must be a principal element. This in turn implies x−k is a

principal element for every k > 0. Thus {xk} is a principal set for every k ∈ Z, so S is the

discrete Schur ring.

For the second case, assume P1 = {x, x−1}. Then using the binomial theorem for some

integer m > 0 we have

(x+ x−1)m = xm + x−m +
m−1∑
i=1

(
m

i

)
xm−2i.
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This is a power of a principal element and therefore is a linear combination of principal

elements. The binomial coefficients
(
m
i

)
in the sum are all greater than 1. Thus the principal

set containing xm appears with coefficient 1 and therefore can only contain xm alone or xm

and x−m. If Pm = {xm} then by Lemma 8.2 we have P1 = {x}, which contradicts our

assumption about P1. We are therefore left with Pm = {xm, x−m} for all m > 0, which

means that S is indeed the Schur ring produced by the partition of Z into sets of inverse

pairs.
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