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ABSTRACT

Preparation and Detailed X-Ray Photoelectron Spectroscopy and Spectroscopic Ellipsometry Analysis of Ultrathin Protective Coatings

Brian Ivins Johnson
Department of Chemistry and Biochemistry, BYU
Doctor of Philosophy

Ultra-thin films (UTFs) are important in many applications, seen in the semiconductor industry, in chromatography, in sensing, in microfluidics, in aerospace, and in robotics. They also protect materials from corrosion, change surface energies, limit water intrusion into materials, allow material self-cleaning and self-healing, provide scratch resistance, and impart other specific chemical properties. In many cases, UTFs drastically alter surface properties and therefore their applications. It is imperative that proper and consistent characterization be performed on coatings to confirm and understand their desired properties.

In Chapter two, Al oxidation under MgF$_2$ protective layers is studied using real time X-ray photoelectron spectroscopy (XPS), and spectroscopic ellipsometry (SE). These tools allowed me to monitor Al oxidation for both short (hours) and long (months) periods of time. XPS revealed the chemical changes that took place in these materials as a function of time, and these changes were verified with SE. These studies help increase an understanding of aluminum changes under MgF$_2$ protective layers.

The third chapter demonstrates ab initio calculations guided X-ray photoelectron spectroscopy (XPS) analysis of surfaces functionalized with fluorinated silanes. This study addresses deficiencies in the literature where CF$_2$:CF$_3$ ratios from experimental XPS data do not match theoretical CF$_2$:CF$_3$ ratios. In a systematic approach, I developed semi-empirical models directed both by ab initio calculations and adjustable, empirical parameters. These models were effective in describing the raw data and exceeded fitting methods used in literature.

In Chapter four, SiO$_2$ UTFs with variable thicknesses deposited on Eagle XG® glass substrates are characterized. Challenges associated with this work consisted of similar optical functions of the film and substrate as well as backside reflections from the substrate. These obstacles were met using a multi-sample analysis (MSA), a variable angle spectroscopic ellipsometric approach, and mechanical abrasion/roughening of the substrate backside. With these approaches, I developed a model that precisely fit the data collected from all the samples and gave the correct optical function of the material along with thickness values for each film.

Surface characterization represents a commitment of resources. It takes time to make measurements, and it takes time to analyze and understand the results. As presented in this work, I increase understanding of ultra-thin films at interfaces using both a multi-tool approach as well as using multiple analytical methods on data collected from each tool.

Keywords: Spectroscopic ellipsometry, XPS, Aluminum oxide, Silicon dioxide, Real-time analysis, Perfluorocarbon analyses, Ultra-Thin Film Analysis
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CHAPTER 1: Introduction

1.1 Focus of the Work

This work describes the preparation and characterization of three ultra-thin, protective layers. The first of these studies focuses on the analysis of aluminum surfaces protected by ultra-thin films (UTFs) of MgF₂. The second centers on the deposition and characterization of protective films of hydrophobic fluorosilanes. The third is on the SE analysis of sputtered SiO₂, by which the optical properties of this material are elucidated.

Because of its unique properties and numerous applications,¹⁻³ aluminum is extremely important, both as a bulk material and as a thin film. Aluminum is generally considered to be an easy metal to work with. It has a relatively low melting point, it is ductile yet strong enough to be used in structural applications, it is lightweight, it can be alloyed, and it is unmatched in its ability to reflect light over a wide energy range including into the deep UV.¹⁻⁴ Accordingly, aluminum is the best-suited reflective coating/material for astronomical observation.⁴⁻⁶ A drawback to aluminum is that its surface oxidizes quickly in the air.⁶⁻⁸ And although a small amount of oxide is not a limitation for most of aluminum’s applications, aluminum oxide, even when only a few nanometers thick, absorbs short wavelength light, which significantly limits aluminum’s ability to act as a space mirror and collect light over the widest possible wavelength range.⁴, ⁶, ⁸⁻¹⁰ A general strategy employed to overcome this deficiency, while preserving aluminum’s desired optical properties, is to coat it with a wide band gap material.¹¹⁻¹⁶ Wide band-gap materials such as MgF₂ and other inorganic fluorides have been studied and used for decades to protect aluminum reflectors, including those in the Hubble space telescope.⁴, ¹⁰, ¹²⁻¹⁴ Thus, the overall goal of depositing thin films of fluoride salts on aluminum mirrors is to create robust layers that will limit
and even prevent aluminum oxidation prior to launch while allowing adequate reflection at shorter wavelengths.\textsuperscript{4, 6, 11, 14} However, despite the high optical transparency enjoyed by many inorganic fluorides, even 3 nm of MgF\textsubscript{2} can start to impede the passage of deep UV light, while still not being thick enough to act as an adequate oxidation barrier for aluminum. Accordingly, a number of studies have focused on developing robust, transparent passivation layers for aluminum using different deposition schemes and materials.\textsuperscript{6, 14} Work centered around gaining a better understanding of how aluminum can be passivated and oxidizes and reacts with its environment is of utmost importance in further optimizing this metal for important applications in astronomical data collection. Indeed, aluminum is currently being proposed as the primary reflector for future space missions such as the LVOIR project, which will be the flagship NASA space observatory for the 2020s and 2030s.

Modification of surfaces with low free energy materials, including perfluorocarbons, and the concomitant analysis of these materials, plays an important role in many areas of society, including in self-cleaning surfaces, superhydrophobic surfaces, low adhesion surfaces, corrosion resistance, and micro/nano electrical mechanical systems (NEMS/MEMS).\textsuperscript{17-24} Hydrophobic treatments/coatings are even applied to concrete,\textsuperscript{25} as well as to some materials to increase their biocompatibility.\textsuperscript{26-28} There have been many reports of the deposition and subsequent analysis of perfluorocarbon-containing coatings. One of the well-known reagents for making such surface modifications is with silanes with moderately long to long fluorinated chains of the form: –CH\textsubscript{2}CH\textsubscript{2}(CF\textsubscript{2})\textsubscript{n}CF\textsubscript{3}, where n is usually small – less than 10.\textsuperscript{19-22} SE is a useful method for characterizing such ultrathin films. However, as many UTFs are less than 5 nm thick, it is not possible to simultaneously determine both their optical functions and thicknesses with SE.\textsuperscript{29} Nevertheless, in many cases, the optical function is not of primary importance for these materials.
because of the increasingly limited dependence of the film thickness on optical function for very thin films.\textsuperscript{29, 30} Thus, while SE can confirm fluorosilane film deposition, it does not provide a significant amount of chemical information about them. In contrast, XPS C 1s narrow scans provide important, direct chemical information about fluorosilane films because the different types of carbon atoms in the silane adsorbate yield fairly well separated XPS signals, i.e., the CF\textsubscript{2} and CF\textsubscript{3} signals are well separated from the hydrocarbon envelope and moderately well separated from each other.\textsuperscript{31-35} Nevertheless, there is some complexity in the analysis of the C 1s fluorocarbon envelope. Indeed, as I show in Chapter 3, conventional approaches to fitting the CF\textsubscript{2}/CF\textsubscript{3} C 1s envelope do not yield the theoretical CF\textsubscript{2}:CF\textsubscript{3} ratio. Indeed, ab initio calculations suggest that the two CF\textsubscript{2} groups closest to the CH\textsubscript{2} groups in -CH\textsubscript{2}CH\textsubscript{2}CF\textsubscript{2}CF\textsubscript{2}(CF\textsubscript{2})\textsubscript{n}CF\textsubscript{3} chains have noticeably different chemical environments than the other CF\textsubscript{2} groups in the chain, which ultimately should manifest itself as different chemically shifted C 1s signals.\textsuperscript{23, 36-38} However, given the inherent widths of these signals and their overlapping nature, it would be difficult to elucidate their positions using traditional, empirical peak fitting approaches. Thus, there is an opportunity to gain a greater understanding of these important materials by using first principles calculations of fluorinated silane adsorbates to guide subsequent narrow scan peak fitting.\textsuperscript{39-42}

Silicon dioxide is extremely important, both as a bulk material and in thin film form. Accordingly, it has been extensively studied and characterized.\textsuperscript{43-52} SiO\textsubscript{2} has numerous applications, including in energy storage, microelectronics, semiconductor devices, multilayer optical coatings, microelectromechanical systems (MEMS), and as a substrate for thin films and coatings.\textsuperscript{53-57} The surface of SiO\textsubscript{2} can be modified using a variety of reagents, especially silanes,\textsuperscript{58-61} which allows its surface to be tailored for specific applications, including enhanced adhesion, superhydrophobicity (if the surface has the proper roughness), self-cleaning, chemical sensing, and
chemical separations. There are a variety of methods for depositing SiO₂, including plasma enhanced chemical vapor deposition (PECVD), low pressure chemical vapor deposition (LPCVD), e-beam evaporation, atomic layer deposition (ALD), sol-gel deposition, and sputtering. SiO₂ films are also routinely prepared on silicon wafers via thermal oxidation. Although each of these methods deposits (or grows) silicon dioxide, the optical and mechanical properties of these films vary depending on the deposition method used. For any optical modeling, it is useful to have a good approximation of the optical functions of the materials being probed.

Not all thin films on substrates are trivial to analyze. For example, when thin films such as SiO₂ have about the same optical properties as their substrates, e.g., a glass, optical analyses are more challenging. An important way of providing additional information in an optical analysis is through a multi-sample analysis (MSA), which is an analysis of a series of similar materials. That is, MSAs can break correlation between parameters in a model and even allow additional parameters to be introduced into a model in a meaningful fashion. An MSA may consist of an analysis of a series of nominally identical films with different thicknesses on the same substrate. Additional ways of adding more information into these models can be by acquiring data at multiple angles and/or by depositing the film in question on different substrates. An additional, important consideration in the SE analysis of thin films on transparent substrates is backside reflections from the substrates because this reflected light is incoherent with the light reflected from the front face of the material. That is, incoherent light contributes nothing to an analysis – it can only limit its accuracy/confound it. Thus, it is advantageous to find ways to remove backside reflections from transparent substrates. In summary, it is important to use methods that can analyze transparent films on transparent substrates that include removal of backside reflections.
Understanding the compositions of UTF surfaces and how they interact with their environments is key to being able to control their desired properties and improve results. Therefore, numerous papers and research projects have been devoted to characterizing UTF surfaces. Many of these studies illustrate the value of a multi-technique/multi-instrument approach to surface and material analysis. Some of the more commonly used methods for UTF surface characterization include Fourier transform infrared spectroscopy (FTIR), water contact angle goniometry (WCA), atomic force microscopy (AFM), scanning electron microscopy (SEM), time-of-flight secondary ion mass spectrometry (ToF-SIMS), spectroscopic ellipsometry (SE), and X-ray photoelectron spectrometry (XPS). Less common/more exotic methods such as low energy ion scattering and the advanced methods available at synchrotrons are also of value here. Though each of these techniques independently provides valuable and unique information, in general, no single instrument or method can provide a comprehensive characterization of a material. As the importance of UTFs grows, the demands on their advanced characterization will also increase. Accordingly, there is an increasing need for advanced and novel approaches to film characterization based on current instrumentation, first principles calculations and modeling, and newer, cutting edge instrumentation and data analysis methods.

1.2 Approach

In my work at BYU, I primarily used SE and XPS to characterize my UTFs. These are powerful techniques that can provide a great deal of information about thin film structure, thickness, morphology, and chemistry.

For my first study, Chapter 2, I used XPS and SE to follow the chemical and optical changes in MgF$_2$ – protected aluminum as it oxidized. Because of the importance of aluminum and aluminum oxide, there have been many studies on these materials using various experimental
and theoretical methods that include XPS and SE. In my work, the rate of Al oxidation was monitored from the time it was coated in situ with MgF_2 and exposed to the air. Here, I used XPS narrow scans of the Mg 2s and Al 2p regions along with computations based on Hill’s work to determine the MgF_2 UTF thicknesses on evaporated aluminum thin films. I showed that thicker MgF_2 layers reduce Al oxidation in an exponential fashion. I also analyzed freshly prepared MgF_2/Al stacks by in situ SE over the course of 4 h and the results were analyzed in an MSA. Optical constants of extremely thin metal films can vary greatly depending on thickness, morphology, and deposition conditions. Accordingly, when a relatively simple model with only two parameters (the thicknesses of the aluminum and aluminum oxide layers) was applied to the in situ SE data, some of the thicknesses of the Al_2O_3 films were unphysical – they were negative. Thus, a second, more satisfactory model was developed in which the optical function of Al was allowed to vary, along with the thicknesses of the Al and Al_2O_3 layers. As expected, this model indicated that thicker MgF_2 films led to slower oxidation of the underlying aluminum. Thus, XPS and SE can be used together to follow aluminum oxidation under MgF_2 layers of varying thickness. In spite of the importance of protecting aluminum mirrors, I am not aware of any other systematic XPS and SE analysis of MgF_2-protected aluminum mirrors. My studies increase our understanding of how Al is oxidized under protective layers. With this increased knowledge, the development of robust, transparent passivation layers for Al can be further optimized to create superior astronomical reflectors for data collection.

In my analysis of perfluorocarbon UTFs, Chapter 3, I developed a series of increasingly sophisticated models for understanding perfluorocarbon silane adsorption onto surfaces. In my first model, I used two unconstrained peaks to model the CF_2/CF_3 envelope (one for CF_2 and the other for CF_3). Here, the fits were good, but the slope of the plot of the CF_2:CF_3 ratio from the fits
vs. the theoretical CF$_2$:CF$_3$ ratio, $m_{\text{CF}_2/\text{CF}_3}$, was lower than the expected value of unity. To aid in this fitting, I then determined the expected peak widths of the –CF$_2$– and –CF$_3$ moieties from pure/model compounds. Based on these peak widths, I developed two empirical models. These attempts yielded either a good fit or a good $m_{\text{CF}_2/\text{CF}_3}$ value, but not both. To further understand this problem, I then performed ab initio calculations of the silane adsorbates. These predicted that the CF$_2$ groups in the chains of CF$_2$ moieties would have different XPS binding energies, especially those at the ends of the chains, i.e., –CH$_2$CF$_2$CF$_2$… and –CH$_2$CF$_2$CF$_2$…. A model based entirely on these calculations was then considered. It included a fit component of equal area and width for each type of CF$_2$ or CF$_3$ carbon in the silane and positioned these peaks at the relative energies dictated by the calculations. Of course, this model gave an ideal value of unity to $m_{\text{CF}_2/\text{CF}_3}$. However, the peak fits were only moderately good. Finally, two semi-empirical models were considered. They were guided by the first principles calculations, but they also had some adjustable parameters. These models are arguably the best that were developed in this study. Because of the importance of fluorinated materials and XPS, I believe that these results will be relevant to the surface and materials community.

For the analysis of the sputtered SiO$_2$ presented in Chapter 4, SE was used to characterize reactively sputtered SiO$_2$ films on Eagle XG® glass with nominal thicknesses of 20, 40, and 60 nm. The uncoated backsides of two sets of samples were mechanically roughened: one set with a rotary hand-held tool and the another with a sandblasting tool. This was done to suppress unwanted (incoherent) reflections. It also allowed these two methods for roughening the surfaces to be compared. SE measurements were obtained in reflection mode from 196 – 1688 nm in 1° increments from 55° to 60°. The samples were evaluated via an MSA, wherein data from samples with different film thicknesses were fit simultaneously. The optical constants of the
sputtered SiO₂ films were taken to be the same for all the samples, as were those of the substrates. In particular, the refractive index of the SiO₂ was modeled using a Sellmeier model, as dictated by two poles. These poles are unbroadened oscillators that are positioned outside of the wavelength region of interest. They have an impact on the refractive index, but not the extinction coefficient, of a material. The Sellmeier model is appropriate for materials that are transparent over the entire wavelength range considered. Accordingly, no oscillators were included to model absorbing features. The goodness of the modeling was indicated by the mean square error (MSE) of the fit. The final models also included a Bruggeman effective medium approximation (BEMA) roughness layer, which consisted of 50% volume fractions of SiO₂ and void. In one model I considered, the thickness of this roughness layer was set to the value obtained by atomic force microscopy (AFM). Data from nine samples (three of each thickness) were simultaneously fit with the models. We also considered an interface layer between the sputtered film and the substrate, but it did not significantly improve the fit, so it was omitted, i.e., I maintained as much simplicity as possible in the model. This study yielded precise optical constants for reactively sputtered thin films of SiO₂ on a transparent substrate, which showed that with an MSA and proper sample preparation a difficult thin film analysis can be performed with accuracy.

This work focuses on the application of two important surface analytical methods to the analysis of three protective thin films. For completeness, one of these films was an organic material (an organosilane) and the other two were inorganic (MgF₂/Al/Al₂O₃ and SiO₂).

1.3 Background

This section focuses on the significance of surface chemistry and surface analysis. It also explains the importance of my work in the surface analytical arena. It starts by explaining the
technological relevance of surface chemistry, followed by a description of the surfaces I used in my studies, as well as the significance they play in industry, academia, and every-day life.

### 1.3.1 Technological Significance of Surface Chemistry

Surfaces can be defined as the boundaries between bulk materials and their associated environments. Assuming 0.7 nm as the dimensions of a unit cell, e.g., simple cubic, face centered cubic (fcc), or body centered cubic (bcc) structures, simple calculations suggest ca. $10^{21}$ atoms/cm$^3$, but only ca. $10^{14}$ atoms/cm$^2$ at a surface of the material. Because surface atoms are not surrounded by other atoms, as they would be in the bulk, surface atoms exhibit different chemical reactivity. A prime example of a material that exhibits differences between surface and bulk reactivity is gold, which has a surface reactivity that is noticeably greater than the bulk reactivity. Some of the products and technology that are driven by surface chemistry include catalysts, fuels, semiconductors, biomedical technology, solar cells, batteries, and reflective and protective coatings.

Surface chemistry has a rich history. In the late 1880s, a German chemical company, the Badische Anilin und Soda-Fabrik (BASF), used the so-called “contact process” with a heterogenous catalyst to convert sulfur dioxide to sulfur trioxide. As heterogenous catalysts then progressed into the 20$^{th}$ century, their sophistication increased. From zeolites to platinum nano-clusters and bimetallic cluster catalysts used in the petroleum industry for cracking and purifying gasoline products, heterogenous catalysts have afforded engineers accelerated reactions and improved yields. Proceeding into the 21$^{st}$ century, surface modification technology has advanced to allow optimization of catalytic selectivity. However, to facilitate increased selectivity at the molecular level, surface chemistry processes have needed to
be monitored in real-time. By such in situ monitoring, the influence of surface chemistry on reactions has been better understood.\textsuperscript{100, 116}

As this catalytic revolution moved forward so did the technology to modify surfaces. Scientists such as Langmuir, Hinshelwood, Emmett, and Brunauer worked to understand adsorption and surface reactivity kinetics.\textsuperscript{105, 117-119} Langmuir, an early pioneer in surface chemistry derived the Langmuir isotherm, which describes the chemisorption of a gas on a surface as a function of pressure.\textsuperscript{105, 120} In 1913, while addressing a sporadic problem with abnormally high thermionic emissions from some tungsten light filaments, Langmuir was able to theoretically ascertain that the enhanced emissions were from the desorption of a monolayer of thorium on the filament surface (originating from thorium oxide added to tungsten filaments in order to improve filament performance at high temperatures).\textsuperscript{120} From here, Langmuir’s work expanded into more sophisticated experiments conducted by researchers like Clausing.\textsuperscript{120} With the tools and understanding they developed, the semiconductor industry was born. In 1947, the first point-contact germanium transistor was born out of research on catalytic reactions and the electronic surface states of germanium.\textsuperscript{100, 121} Additional advances in thin film properties and deposition then came out of work on epitaxial film growth, nanoscale engineering, surface etching, vapor phase depositions, etc.\textsuperscript{100, 122-124} It has been through research centered on building an increased understanding of previous work that advances in thin films have been more fully realized.

An early area of UTF analysis that garnered interest is metallic films and their reactions with species in their environments.\textsuperscript{100, 125-127} Knowing that most metallic surfaces are quite reactive, researchers endeavored to understand catalytic processes on them by performing surface kinetic studies under various reaction conditions.\textsuperscript{128} Using these types of in situ studies, researchers were able to understand complex principles such as how surface morphology and atomic
arrangements play a role in reaction kinetics.\textsuperscript{128, 129} With these pioneering examples and tools, the power of in situ molecular-level studies on metallic surfaces in controlled environments was more fully realized. Another area of interest regarding metallic surface reactions involves metal oxidation. In general, the reactive properties of metallic surfaces that make them effective catalysts also makes them susceptible to oxidation. Thus, for multiple reasons, the chemical changes associated with metals after oxidation are of great interest. Moreover, oxidation is different for the various metals. For example, while oxidation leads to the passivation of stainless steel,\textsuperscript{100} it causes complete corrosion of iron. For some metals, an oxide is beneficial,\textsuperscript{100} and even preferred, as in the case of passivation/anti-corrosion and when the oxide has catalytic properties. However, the oxidation of some metals can be detrimental to its desired function – aluminum loses its reflectivity at short wavelengths when it is oxidized.\textsuperscript{4, 6-10, 130, 131} Clearly, the interactions of adsorbates, including oxygen, with metals and metal oxides, are complex and important.

Not only do reactive, metallic films attract the attention of researchers, but inert films are also of great interest in many thin film studies.\textsuperscript{19-24} One important class of inert films is comprised of hydrophobic and superhydrophobic surfaces, where these low-adhesion/low-friction materials have low surface energies and are quite unreactive. These features are useful for applications in micro/nano electrical mechanical systems (NEMS/MEMS), self-cleaning surfaces, and low adhesion surfaces.\textsuperscript{17, 19, 132} One method used for adding hydrophobic functionality to surfaces is to coat them with thin hydrocarbon and/or fluorocarbon layers.\textsuperscript{18, 20, 85, 132} Understanding these materials is crucial when depositing them on a desired surface. For example, undesirable results stemming either from unwanted adhesion or inadequate adhesion can lead to MEM failure, from too much adhesion, or medical failures when adhesion is inadequate.\textsuperscript{28, 133, 134} Clearly, when a surface is modified, certain surface changes are expected, and if a coating is placed on a surface
but it is unable to either remain on the surface or impart the desired functionality, the surface is rendered useless. Accordingly, a wide range of functions and properties have been researched for superhydrophobic coatings. Some examples of these properties include photo reactivity, transparency, biocompatibility, and tunable hydrophobic/hydrophilic properties. Fundamental studies will increase our understanding and potential benefits of hydrophobic/inert coatings.

As mentioned above, oxide films are present on most metals. They are also present on most semiconductor surfaces. In general, metal and semiconductor oxides have vastly different chemical properties than unoxidized metals or semiconductors. One area where oxides have had an impact in surface chemistry is in semiconductors where improved control of oxide levels has improved memory devices. Another area of research where oxides play crucial roles includes biofilm studies where, for example, Pd adsorption on biofilms was adversely affected when Mn oxide films were not present. Not only can oxides provide anchors for metal adsorptions, they also play a key role in the functionalization of silicon surfaces (through silica) with silane coupling agents. Surface modification with silanes has proved important for a variety of industries, where the successful functionalization of oxide surfaces, e.g., silica, with organosilanes was described as far back as the 1950s. Thus, a deeper understanding of oxides and silanes is directly relevant to modern technology.

The history of surface chemistry is rich. Indeed, an increased understanding of surface chemistry has allowed technology to thrive exponentially. It is through understanding the mechanics of surface chemistry that science has been able to understand the intricacies of surface dynamics. In the work presented here, both inorganic and organic UTF’s were analyzed, integrating multiple analytical techniques and data analysis methods not previously studied at the
depth to which I have endeavored. It is the goal of this work to continue bridging the gap of the science of surface chemistry to practical applications through a heightened understanding of inter/intra molecular interactions from integrated analytical techniques.

1.3.1.1 Aluminum

Aluminum compounds have a rich history stemming from as early as 1550 BCE where aluminum salts were used for medicinal purposes, to ancient Rome where naturally doped alumina was used as decorative jewelry in the form of sapphires and rubies. However, aluminum metal, unlike other metals such as gold, silver, or copper alluded mankind in its fully reduced form until the early 19th century. Although aluminum metal comprises approximately 8% of the earth’s crust by weight, it was not postulated until 1807 by Sir Humphry Davy, nor was it isolated until 1825 by the Danish Chemist Hans Christian Ørsted. Furthermore, it was not until 1858 that Henri Deville first commercialized aluminum production. Aluminum has filled many structural as well as technological voids worldwide. Indeed, from its industrial origins in 1900 up to 1971, approximately 250 million tons of it were manufactured, and from 1972 to 2017 the amount of aluminum metal manufactured was about 1 billion tons. The explosion of aluminum usage worldwide is seen in items such as soda cans, cars, and many other applications requiring lightweight, inexpensive macro-scaffolds.

As noted above, aluminum is a plentiful, inexpensive metal with a myriad of applications. And though the general history of aluminum usage centers around its structural properties, as well as its ability to alloy well with other metals, these properties are not the only ones that have been studied. Aluminum is the best suited reflective coating for space mirrors because of its unmatched ability to reflect over a wide energy (wavelength) range, including into the deep UV. The first optical studies of aluminum go back as far as Quinke in 1874 with subsequent research
showing reflectivity as high as 84% down to a wavelength of 297.6 nm. However, deeper optical analyses of aluminum were only possible when it was discovered that the metal could be sputtered onto surfaces. Accordingly, in the early parts of the 20th century scientists such as Mott, Heines, Segall, and Ehrenreich, among many others, extensively studied aluminum’s properties, including its Fermi surface, its deHass van-Alphen effects, and optical transitions in it. Through these studies, a more complete understanding of the optical properties of aluminum was gained. However, like most metals, aluminum is prone to oxidation. Along these lines, it was observed that aluminum’s oxide layer adhered well to its surface and that it passivated the remaining metallic aluminum. It was also found that as long as the aluminum oxide thickness was less than the wavelength of incident light, the electric waves of the incident and reflected light nearly cancel each other in the oxide layer, thus making any coupling between the oxide and metal negligible. This property makes the oxide transparent at longer wavelengths (IR region). In addition, the band-gap here adversely affects the optical transparency and it is reduced at shorter wavelengths (UV regions), with a 50% decrease of reflectivity at 126 nm for an oxide layer of only 1.76 nm.

The interest of the aforementioned studies were spurred by aluminum’s extraordinary and broad reflectivity that make it the best candidate for advanced space mirrors that operate deep into the UV. However, in order to collect data at the shorter wavelengths, optically transparent films needed to be developed to prevent Al oxidation. Thin coatings of Y_{2}O_{3} and HfO_{2} have proven successful for protecting aluminum mirrors at high angles of incidence, where SiO_{2} passivation coatings reduced reflectance. Other thin films that have been researched for oxidation reduction are LiF and MgF_{2} coatings. These particular coatings are a standard in preserving reflectance at
down to 100 nm and have been used in astronomical reflectors such as the Hubble Telescope.\textsuperscript{4, 6, 11, 12, 14, 162}

By monitoring the Al oxidation rate as a function of MgF\(_2\) thickness as presented in my research, optical engineers can further optimize aluminum reflectors to maintain a maximum bandwidth for reflection. Moreover, the data collected from this study will act as a baseline for future aluminum oxidation rate research with other thin fluorine-based films (AlF\(_3\), LiF) used on aluminum to make dielectric mirrors. These mirrors are of great importance as they will be able to reflect down into the Lyman UV range (91-103 nm). In addition, the techniques developed in my research will dovetail into future research that will contrast the effectiveness of oxidation protection between the multiple thin-films used for dielectric mirrors and the thick MgF\(_2\) films currently used to protect aluminum. Ultimately, with this information, the already wide range of reflectance of aluminum can be further optimized for the reflectors in space telescopes.

\section*{1.3.1.2 Hydrophobic Surfaces and Morphology}

A hydrophobic surface is defined as a surface with a water contact angle greater than 90° but less than 150°.\textsuperscript{165-167} Superhydrophobicity is just as it sounds, a step above hydrophobicity – it shows a water contact angle of 150° or greater.\textsuperscript{165-167} These surfaces are of great importance in today’s world where their uses are widespread. Indeed, they are seen in applications ranging from self-cleaning surfaces to MEMs and biocompatible devices.\textsuperscript{17, 19, 132} Hydrophobicity can be imparted to a surface either through morphological means, chemical means, or both.\textsuperscript{168-171} Superhydrophobicity is often referred to as the lotus effect. It is a self-cleaning property that is usually achieved through morphological means, which has its roots in the Nelumbo or lotus flower.\textsuperscript{169, 172-174} The lotus effect, as well as other natural hydrophobic coatings, have inspired researchers for generations.\textsuperscript{166, 168, 169, 173} Spawned by such observations in nature, early
researchers (Wenzel and Cassie) investigated hydrophobic phenomena for the textile and clothing industries using water contact angle analyses to assess waxes and wax-like materials for waterproofing commercial lightweight fabrics. However, in the decades following Wenzel and Cassie’s work, research on the subject did not advance very quickly, and significant interest in hydrophobic studies did not start again until the 1990s with studies on polytetrafluoroethylene (PTFE), alkyl silanes, and perfluoroalkyl silanes. Nevertheless, despite little recorded advancement between the early works in this field and the hydrophobic research of the 90s, hydrophobic surface research eventually experienced a strong resurgence, thus illustrating the importance of these modified surfaces.

Many of the chemicals used for hydrophobic surface modification contain alkyl and fluoroalkyl carbon moieties. However, when it comes to superhydrophobicity, fluorocarbons have an advantage. Fluorocarbon surface modification research initially stemmed from hydrocarbon research. Indeed, because fluorine has a much larger atomic radius, the number of fluorine atoms per unit volume in a fluorocarbon is quite a bit less than that of hydrogen atoms in a hydrocarbon chain, thus lowering the overall surface mass density. In addition, because of the size of the fluorine atoms a sheath envelopes the carbon chain backbone, which physically protects the chain from chemical attack and imparts a lower surface energy. The low surface energy of fluorinated coatings and fluorocarbon moieties imparts chemical inertness, thermal stability, and lubricative properties to materials protected by fluorinated coatings. An excellent example of this is the application of hydrophobic and superhydrophobic perfluorinated thin films to MEMS devices where robust, low surface energy SAMS are desired.

Thin film perfluorocarbon coatings also play an important role in the optics industry. In optics it is important that any protective layer be inert, able to withstand adverse weather
conditions, have a low index of refraction, not be flammable, and be able to repel liquids, either aqueous or oil based.\textsuperscript{181, 183, 184} As described above, perfluorocarbon thin films possess these characteristics which makes them of keen interest in optics.\textsuperscript{180-184} And not only are these UTF’s transparent and inert, but with their high water contact angles, water easily flows off the surfaces and removes external contaminants, which gives them self-cleaning properties.\textsuperscript{166} The combination of these effects makes perfluorinated UTF coatings attractive to optical applications where surfaces need to be optically clean both at the micro and macro levels. As presented here, the importance of hydrophobic and superhydrophobic surfaces as well as the amount of research and characterization spent on them shows how important these films are in both industry and academia.

In the work I present here, I address the challenges of matching theoretical to experimental $\text{CF}_2:\text{CF}_3$ ratios in XPS analyses of fluorocarbon thin films. In particular, I was able to create a predictive analytical model that closely returns the theoretical $\text{CF}_2:\text{CF}_3$ ratio. This was accomplished using four UTF’s comprised of different perfluorocarbon length chains deposited on a flat surface, which yielded high quality empirical fits. In the past, predictive models of this type have only been able to achieve $\text{CF}_2:\text{CF}_3$ ratios as high as 1:0.84. With my work, I was able to increase the predictive power of XPS $\text{CF}_2:\text{CF}_3$ data analyses using ab initio calculations combined with empirical methods for XPS peak fitting. In summary, this project not only focused on obtaining the right ratio, it looked at the strength of combining multiple analytical approaches to facilitate accurate and precise data analysis.

\textbf{1.3.1.3 Silicon/Silicon Dioxide}

Silicon dioxide (and silicon) are extremely important inorganic thin film materials. As such, they have been extensively studied and characterized in various states.\textsuperscript{43-52} Indeed, they
have numerous applications, including in energy storage, microelectronics, semiconductor
devices, multilayer optical coatings, and microelectromechanical systems (MEMS).
Because the surface of SiO2 can be modified using a variety of reagents, including silanes,
it can be tailored for specific applications, such as enhanced adhesion, superhydrophobicity (if the
surface is appropriately rough), self-cleaning, chemical sensing, and chemical separations.
This makes SiO2 (silica) an indispensable material in technology. Silica can be deposited through
a variety of methods, including plasma enhanced chemical vapor deposition (PECVD), low
pressure chemical vapor deposition (LPCVD), e-beam evaporation, atomic layer deposition
(ALD), sol-gel deposition, and sputtering. SiO2 films are also routinely prepared on silicon wafers via thermal oxidation. And while each of these methods deposits
silicon dioxide, the optical and mechanical properties of these films may vary somewhat depending
on the deposition method used. For example, in one study, presumably undertaken at 632.8 nm,
the refractive index for reactively sputtered SiO2 on glass varied from 1.453 – 1.460. In another,
which was performed at 632.8 nm, PECVD of SiO2 resulted in a refractive index of 1.461 –
1.489. Variations in film properties may also result from inhomogeneities in material density,
morphology, and stoichiometry as a function of depth and/or lateral position on a surface. Stress
can play a role in distorting the amorphous network, which can change the optical properties of
the film and/or substrate, sometimes inducing birefringence. Impurities in the sputter target and/or
from the chamber may influence the optical properties of the films as well. Other factors that
influence thin film properties include deposition temperature, deposition rate, the chemical
environment during deposition, and the energy with which deposited particles impinge on a
substrate. Because of these variations, it is important to have optical constants specific to a
deposition method for characterization of similar films and/or as a starting point for modeling.
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In this study, SE was used to characterize reactively sputtered SiO$_2$ films with nominal
thicknesses of 20, 40 and 60 nm deposited using a proprietary method on Eagle XG® glass
substrates. This analysis presented a unique challenge in that both substrate and thin films were
transparent. However, by employing a multi-sample analysis (MSA) of our variable angle
spectroscopic ellipsometry (VASE) data, I was able to determine the optical constants from 196 –
1688 nm, and some accompanying physical characterization, of sputtered 20 – 60 nm SiO$_2$ films.

1.3.2 UTF Surface Analysis

A clear picture of how surfaces interact with each other and with their surroundings is
essential for understanding how we can modify them for a desired task. To create this knowledge,
techniques and instruments have been developed that can analyze materials at the molecular
level.$^{100}$ Some of these specialized tools and techniques include scanning electron microscopy
(SEM) and transmission electron microscopy (TEM), which are capable of resolving features
smaller than the wavelengths of visible light to provide structure, crystallinity, size, and shapes of
objects of interest.$^{100}$ X-ray diffraction (XRD) is used to determine crystallographic orientations
of atoms in crystals and has the ability to give physical and chemical properties of materials.$^{195}$
Time-of-flight secondary ion mass spectrometry (ToF-SIMS) can provide the elemental and
molecular compositions of the top 2 – 5 nm of surfaces.$^{196}$ Other useful surface analytical methods
include X-ray photoelectron spectroscopy (XPS), spectroscopic ellipsometry (SE), X-ray emission
spectroscopy (XES), and near ambient pressure XPS (NAP-XPS)$^{100, 197-200}$ Each of these
techniques was specifically developed to probe surfaces and serve as workhorses for research as
well as quality control in both academic and industrial settings.$^{100}$ These techniques have the
power to probe either a few nanometers into a material and/or a few nanometers laterally on a
These capabilities allow researchers to understand surface processes at the molecular level. It is reasonable to expect that the importance of these techniques will grow in the future.

1.4 Spectroscopic Ellipsometry

SE is a generally a non-destructive method used for obtaining data about surfaces and materials, e.g., their thickness, surface roughness, composition, crystallinity, and refractive index. SE is quick and can operate in most environments, including under vacuum and at ambient conditions. In an SE analysis, a light source with known polarization is simply directed onto a surface of interest, and the light reflected back is analyzed for changes in both intensity and polarization. From these changes a plethora of information can be determined about a surface.

1.4.1 Theory

The theory of SE is based on the measurement of polarization changes in light that take place when it is reflected off of or transmitted through a surface. In particular, in SE, a polarized beam of light is directed onto a surface. This light source can be viewed as consisting of two perpendicular components: a “p” polarized component with an electric field that is perpendicular to the plane of incidence, and an “s” polarized component with an electric field that is parallel to the plane of incidence. Ellipsometry then measures the polarization and amplitude changes that take place when this light is reflected off of or transmitted through a surface via psi (\(\Psi\)) and delta (\(\Delta\)) in Equation 1, which is the fundamental equation of ellipsometry.

\[
\rho = \frac{\rho_p}{\rho_s} = \tan\Psi e^{-i\Delta}
\]

Ultimately, by measuring the polarization state of the light that reflects off of a surface, we can determine many of its properties, including film thicknesses, film and substrate optical constants,
surface roughness, interfacial mixing, material composition, degree of material crystallinity, material anisotropy, and film uniformity. A simple representation of an ellipsometer is depicted in Figure 1-1.

Ellipsometry centers around how light interacts with matter, specifically with surfaces. Light is a transverse, electromagnetic wave that consists of an electric field perpendicular to a magnetic field. Some of light’s important characteristics are its energy (seen as its color or frequency), intensity (a measure of its electric field strength), and finally its polarization, i.e., the shape of its electric field. **Equation 2** defines a beam of light traveling in the z-direction with electric field components in the x and y directions.

\[
\vec{E} = \vec{E}_x + \vec{E}_y = \vec{x}E_x e^{i\delta_x} + \vec{y}E_y e^{i\delta_y}
\]

When the electric field components of all the light in a beam are in the same direction, the light is said to be linearly polarized. Circularly polarized light consisted of light with equal amplitudes in the x and y directions, but where the phases of these waves are 90° apart. More generally, elliptically polarized light has arbitrary amplitudes and phases in the x and y directions.

**Equation 3** shows how the beam of light in **Equation 2** can be represented as a vector called the Jones vector.

\[
\begin{bmatrix}
E_x \\
E_y
\end{bmatrix} = \begin{bmatrix}
E_{x0} e^{i\delta_x} \\
E_{y0} e^{i\delta_y}
\end{bmatrix}
\]

The Jones vector system works only when the light is completely polarized when it reflects from the surface of a sample. Here, interactions/reflections of this polarized light on the surface are represented by a matrix acting on the incoming beam \((E_x^{in} \text{ and } E_y^{in})\) and transforming it into an exiting beam with different polarizations \((E_x^{out} \text{ and } E_y^{out})\), as shown in **Equation 4**, the Jones matrix. Optical elements that change the polarization state of light can be quantified/described using different Jones matrices.
To fully describe light in SE, including when it is depolarized, the Stokes vector is employed (*Equation 5*). This vector consists of 4 intensity values that can completely describe the polarization state of any light beam.

\[
\vec{S} = \begin{bmatrix}
S_0 \\
S_1 \\
S_2 \\
S_3
\end{bmatrix} = \begin{bmatrix}
E_{ox}^2 + E_{oy}^2 \\
E_{ox}^2 - E_{oy}^2 \\
2E_{ox}E_{oy}\cos\delta \\
2E_{ox}E_{oy}\sin\delta
\end{bmatrix}
\]

The interaction of light with a surface is then defined through a Mueller matrix (*Equation 6*).

\[
\begin{bmatrix}
S_{0 \text{ out}} \\
S_{1 \text{ out}} \\
S_{2 \text{ out}} \\
S_{3 \text{ out}}
\end{bmatrix} = \begin{bmatrix}
m_{11} & m_{12} & m_{13} & m_{14} \\
m_{21} & m_{22} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{33} & m_{34} \\
m_{41} & m_{42} & m_{43} & m_{44}
\end{bmatrix} \cdot \begin{bmatrix}
S_{0 \text{ in}} \\
S_{1 \text{ in}} \\
S_{2 \text{ in}} \\
S_{3 \text{ in}}
\end{bmatrix}
\]

That is, the Mueller matrix represents the optical properties of the matter with which the light interacts. The index of refraction, \( n \), of a material defines the speed of light in that material, and the extinction coefficient, \( k \), defines the degree to which the material absorbs the light. The optical constants of a material are a function of the wavelength of light, \( \lambda \), and as such, are represented as \( n(\lambda) \) and \( k(\lambda) \) to show this dependence. The optical constants of a material are often represented together as a complex number, the complex refractive index (*Equation 7*), which is mathematically related to the complex dielectric function (*Equation 8*).

\[
\vec{n} = n - ik
\]

\[
\vec{\varepsilon} = \varepsilon_1 - i\varepsilon_2 = \vec{n}^2
\]

It is important to note that the optical constants, \( n \) and \( k \), of a material are dependent on each other and as such, cannot be varied independently. The mathematical relationship between \( n \) an \( k \) is the Kramers-Kronig relationship. Optical constants that obey this equation are fully physically
viable/meaningful. In the parlance of ellipsometry, they are said to be “K-K consistent”. A pictorial depiction of the Kramers-Kronig relationship is given in Figure 1-2. This figure shows that if there is absorption in a material, i.e., if \( k \) or \( \varepsilon_2 \) shows a peak, there is a corresponding change in \( n \) or \( \varepsilon_1 \). Absorptions result when dipoles in a material interact with an electromagnetic wave, i.e., light. Moreover, these interactions occur at different frequencies. For example, infrared light may excite vibrations in materials, ultraviolet and visible light may excite electrons to higher energy orbitals, and free electrons in metals may interact directly with light.

When light enters a medium with a different index of refraction, its velocity changes but its frequency stays the same. As a result, its wavelength must change, which causes light to refract. A change in refractive index also results in light being reflected from a material. For light impinging on a plane at an oblique angle of incidence, the angle of incidence, \( \theta_i \), is equal to the angle of reflection, \( \theta_r \). Snell’s law (Equation 9) describes the refraction of light as it passes from one medium (1) into a different medium (2).

\[
(9) \quad \bar{n}_1 \sin \phi_1 = \bar{n}_2 \sin \phi_2
\]

The polarized light used for SE is divided into two components, as shown in Figure 1-3. The s component is parallel to the surface of a sample, and the p component is perpendicular to the same surface. More specifically, the p component lies in the ‘plane of incidence’ of the sample, which is defined by the incoming and reflected light beams and the surface normal. Thus, the Jones matrix formulation for SE is written as Equation 10:

\[
(10) \quad \begin{bmatrix} E_p^{\text{out}} \\ E_s^{\text{out}} \end{bmatrix} = \begin{bmatrix} j_{pp} & j_{ps} \\ j_{sp} & j_{ss} \end{bmatrix} \begin{bmatrix} E_p^{\text{in}} \\ E_s^{\text{in}} \end{bmatrix}
\]
The Fresnel equations (Equations 11 - 14) provide a detailed description of the interaction of light with a material, e.g., its reflection, \( r \), and transmission, \( t \), as a function of its polarization state (s or p).

\[
\begin{align*}
\tilde{r}_p &= \frac{E_{rp}}{E_{ip}} = \frac{n_t \cos \theta_i - n_i \cos \theta_t}{n_t \cos \theta_i + n_i \cos \theta_t} \\
\tilde{r}_s &= \frac{E_{rs}}{E_{ls}} = \frac{n_i \cos \theta_i - n_t \cos \theta_t}{n_i \cos \theta_i + n_t \cos \theta_t} \\
\tilde{t}_p &= \frac{E_{tp}}{E_{ip}} = \frac{2n_i \cos \theta_i}{n_t \cos \theta_i + n_i \cos \theta_t} \\
\tilde{t}_s &= \frac{E_{ts}}{E_{ls}} = \frac{2n_i \cos \theta_i}{n_i \cos \theta_i + n_t \cos \theta_t}
\end{align*}
\]

The Fresnel coefficients (\( \tilde{r}_p \), \( \tilde{r}_s \), \( \tilde{t}_s \), and \( \tilde{t}_p \)) are solutions to Maxwell’s equations at a boundary between two materials and they describe the reflection and refraction of polarized light. As seen here, the Fresnel coefficients depend on \( n(\lambda) \) and \( k(\lambda) \) for a material. In ellipsometry, the ratio of the complex Fresnel coefficients is measured, which describes the change in polarization state of the reflected light. As shown in Figure 1-4, in these equations, \( \Delta \) is the phase change of the components of the light, and \( \Psi \) is a measure of the ratio of amplitudes.

For data collection in SE, \( \Psi \) and \( \Delta \) are measured and analyzed; and from the \( \Psi \) and \( \Delta \) components, the optical constants \( n(\lambda) \) and \( k(\lambda) \), and thicknesses of materials can be quantified. Nevertheless, in thin film measurements there are also multiple reflections and accordingly there is no simple relationship between \( \Psi/\Delta \), \( n \) and \( k \), and thickness. This results in an ‘inverse’ problem with SE, meaning that in order to determine thicknesses and optical properties of materials,
regression models must be created to best match/fit experimentally determined $\Psi$ and $\Delta$ values. Despite this limitation, data collection with SE has an inherent advantage because it measures a ratio of two values to obtain $\Psi$ and $\Delta$. Thus, results are not affected by diffuse scattering caused by dust, rough surfaces, or pinholes, and results are not affected by fluctuating or low light levels, except to the degree that they influence the signal-to-noise ratio of the data. Thus SE measurements are more accurate and reproducible, no reference is needed, and the whole light beam does not have to be collected. Additionally, because SE measures two quantities at each wavelength ($\Psi$ and $\Delta$), two unknowns can be determined per wavelength. Spectroscopic ellipsometry is performed at multiple wavelengths, which increases the number of data points that can be collected. Furthermore, because the data consists of $\Psi$ and $\Delta$ as a function of wavelength, the number of data points collected at one time is large. Finally, the data can be collected from a sample at multiple angles of incidence, which further increases the amount of data available for material analyses.

1.4.2 Data Analysis

While SE data collection often only takes a few minutes, its proper analysis/work-up may take hours, days, or more. Figure 1-5 shows the general strategy for modeling SE data. After collecting the data, one creates a model. The model needs to represent the appropriate materials, layers, roughness values, etc. of the surface/material being measured. That is, each of the layers needs an approximate thickness, along with a set of accompanying optical constants. Layers can be fully or partially transparent. In general, instrument software packages contain files with the optical constants of different materials, which are useful starting points for these data analyses. Optical constants of materials are also found in the scientific literature and databases. After a stack is createdemodeled, the instrument software generates $\Psi(\lambda)$ and $\Delta(\lambda)$ values, and these are
compared to the experimental values. Finally, parameters in the model are varied to minimize the difference between the modeled and experimental \( \Psi(\lambda) \) and \( \Delta(\lambda) \) values. This process is repeated iteratively as shown in the general strategy for fitting in Figure 1-5.

As alluded to above, SE fitting often requires the determination of the optical constants of the materials being analyzed. This is often done by using dispersion models, which are parameterized functions that model optical constants in either an empirical or K-K consistent way. This is a standard approach that has a variety of advantages. It allows better flexibility in data fitting – one is not restricted to literature optical constants. In addition, these models are often based on a small number of parameters and are, therefore, insensitive to small amounts of noise. The Cauchy and Sellmeier dispersion models, which are given in Equations 15 and 16, respectively, are widely used to model transparent materials.

\[
\text{(15) } n = A + \frac{B}{\lambda^2} + \frac{C}{\lambda^4}
\]

\[
\text{(16) } n^2 = 1 + \frac{A_1\lambda^2}{\lambda^2 - \lambda_1^2} + \frac{A_2\lambda^2}{\lambda^2 - \lambda_2^2}
\]

Transparent materials have what is called a Brewster angle. This is the angle at which none of the p-polarized light is reflected from the sample (it is all transmitted) so the value of \( \Psi \) becomes zero here. In general, analytical measurements are more sensitive when there are large changes in a signal as opposed to smaller ones. Accordingly, it is advantageous to collect data near the Brewster angle of materials. Figure 1-6 shows a plot of the reflectance of the p- and s-polarized light from a material as a function of the angle of incidence of the light. Note where the reflectance of the p-polarized light goes to zero in this plot. The shaded area around this point is generally good for data collection. For absorbing films and substrates, many different oscillators/dispersion models such as the Gaussian, Lorentzian, Tauc-Lorentz, Cody-Lorentz, and Drude models are used.
to model the data. Another basic model that can be used as a starting point (or the end point) for modeling the optical properties of materials is the B-spline.

Because of the many different types of materials that can be deposited as thin films, and the many different ways/formats this can be done, other analytical methods have been developed that can aid in SE data analysis. One of these is referred to as a multi-sample analysis (MSA). In an MSA, data from multiple, similar samples are analyzed together. For example, an MSA may consist of an analysis of multiple measurements from different thicknesses of the same film on the same substrate or alternatively from the same film, perhaps with the same thickness in each case, on different substrates. With this technique, a model that is more representative of a set of samples can be derived and the parameters driving that model are optimized. MSAs have the advantage of reducing fit parameter correlation and even allowing additional parameters to be considered in a model – an MSA often yields a more robust model than the analysis of a single sample. Real time (in situ) analyses of a film deposition or of a sample that changes with time can also generate the data sets for MSAs. For example, one might follow/monitor the growth of a film in an atomic layer deposition process, or one may observe the oxidation of a metal film as a function of time. These processes will change the thicknesses of layers and/or the optical constants of the materials themselves.

Many thin film samples contain multiple layers (stacks). One strategy for studying these films by SE is to deposit the different films in the stack separately as single films on a substrate. The individual layers are then analyzed to determine their optical constants. The optical constants from the single layers are then used to model the individual layers in multilayer stacks. An advantage of this approach is that it reduces the number of parameters needed to model the final material because a large number of fit parameters in a model can result in fit parameter correlation.
This method is represented in Figure 1-7. In a second strategy, the first layer in the stack is deposited and measured by SE, after which its optical constants and thickness are determined and fixed. The second layer is then deposited over the first, and its optical properties/thickness are similarly determined and fixed. This approach is then continued for additional layers in the stack, as represented in Figure 1-8. Using these techniques as well as the general iterative analytical model presented in Figure 1-5, SE models ranging from very simple to advanced can be created to fit collected data.

It is important to have criteria and/or figures of merit for evaluating the quality of a fit. While not quantitative, a visual evaluation of a fit (the so-called ‘chi-by-eye’ method) can be a very important starting point for understanding a model. That is, it is common to begin by trying to determine the general quality of a fit by eye, looking for any significant discrepancies between the results of the model and the experimental data. Quantitative measures of the quality of a fit are also very important. In SE, the mean squared error (MSE) is often used for this purpose. It is based on the difference between the experimentally determined and modeled values of \( \Psi(\lambda) \) and \( \Delta(\lambda) \). If a fit is poor, as determined by visual inspection or the MSE value, additional parameters or layers may need to be added to a model and/or it may need to be entirely revised. When this exercise is completed, the model parameters are evaluated for correlation. This can be performed with a uniqueness plot, in which the MSE for a model is repeatedly determined for one of the parameters in the model as it is varied. If there is fit parameter correlation, i.e., the MSE stays about the same over the specified range, the model is not unique, and another modeling scheme should be considered.

In the end, SE analysis can provide reliable and valuable data for film thicknesses, roughness, and optical constants, as well as other surface and material properties that are not as
relevant to this work. However, it is important to recognize that SE is rarely able to provide a complete understanding of a surface or a material by itself. The combination of SE with other analytical techniques, i.e., a multi-instrument analysis of a material, is an important and more advanced approach for understanding the structures and properties of surfaces. I will now discuss another analytical technique that can be combined with SE to give significantly more information about surfaces.

1.5 XPS

X-ray photoelectron spectroscopy (XPS) is a surface analytical technique that is based on the photoelectric effect. In XPS, the kinetic energies (KEs) of the core electrons ejected from a sample by X-rays of a known energy are measured. Using the energies of the X-ray source, the KEs of the photoelectrons, and the work function of the instrument, binding energies (BEs) are calculated for the photoelectrons, which determine the elements present at a surface. That is, BE values are unique and reproducible (to within a few eV) for each element. The chemical composition, e.g., whether an atom is oxidized or attached to another more electropositive or electronegative atom, causes changes in the BE of a sample. These changes are referred to as ‘chemical shifts’. Chemical shifts can be extremely important for understanding materials. XPS is very surface sensitive. It probes about 5 – 10 nm into materials. XPS is also quantitative. For these reasons, XPS has become one of the most widely used techniques to analyze surface chemical composition.
1.5.1 Theory

When an X-ray with an energy greater than the binding energy of a core electron for a certain element is directed onto a surface with that element, that core electron can be ejected. This process is referred to as photoemission and the ejected electron is referred to as a photoelectron. After ejection, the photoelectron is guided by an electrostatic lens system into a hemispherical analyzer, which consists of two concentric, biased hemispheres (Figure 1-9). The lenses retard the photoelectrons to a focused energy value \( E_i \), and toggle the entry slit bias energy \( V_i \) such that they enter the hemispherical analyzer with a constant energy referred to as the pass energy \( PE \). The relationship between these values is given in Equation 1:

\[
E_i - eV_i = PE
\]

During data collection for spectral analysis, the operator sets a specific range of interest for probing. Here, \( V_i \), the inner hemispherical ring voltage \( V_{in} \), and the outer hemispherical ring voltage \( V_{out} \) are varied to ensure that the electrons being collected travel along the equipotential plane \( R_o \) to the exit slit for analysis at the detector. However, the relationship of the \( R_o \) plane to \( V_i \), \( V_{in} \), and \( V_{out} \) does not only depend on the bias voltages applied, but on the inner and outer radii of the hemispherical rings as well. The relationship of the PE to each of these components for the hemispherical analyzer is shown in Equation 18:

\[
(V_{out} - V_{in}) = \frac{PE}{e} \left( \frac{R_{out}}{R_{in}} - \frac{R_{in}}{R_{out}} \right)
\]

where \( R_{in} \) and \( R_{out} \) are the inner and outer radii of the analyzer respectively, \( (V_{out} - V_{in}) \) is the potential difference between the two hemispheres, and \( \frac{PE}{e} \) is the KE of the electrons of interest. Thus, XPS data collection is driven by mathematical relationships between the analyzer dimensions, voltages applied, and core electron KEs. However, the mathematical relationships do not stop here. When the photoelectron is ejected from a sample, the BE is not directly measured, instead, the KE of the
ejected core electron is measured as presented above. The key equation that explains this phenomenon is:

\[ \text{Ex-ray} = h\nu = \text{BE}_{\text{sample}} + \text{KE}_{\text{spec}} + \Phi_{\text{spec}} \]

Here, \( \text{Ex-ray} \) (or \( h\nu \)) is the energy of the incident X-ray, which is very often an Al K\( \alpha \) X-ray in conventional standalone instruments, \( \text{BE}_{\text{sample}} \) is the binding energy of the sample, \( \Phi_{\text{spec}} \) is the work function of the spectrometer, and \( \text{KE}_{\text{spec}} \) is the kinetic energy of the electron of interest as measured at the spectrometer (detector). Though this overall equation does not show the KE of the photoelectron as it leaves the sample, nor the work function, \( \Phi \), of the sample, it is theoretically correct – this will be discussed below.\(^{203}\)

It is useful to understand the band theory of materials when performing XPS. When atoms come together to form solids, their orbitals overlap to create bands of orbitals/energy levels. Obviously, the valence electrons of the atoms in a solid will interact to form bands to a greater extent than the core electrons.\(^{203}\) The formation of semiconductors and insulators results in a filled valence band and an empty conduction band that are separated by a gap with gap energy \( E_g \). Obviously, different materials will have different band gaps. Insulators have large band gaps, which is why, for example, quartz is transparent. Semiconductors have smaller band gaps. There is often sufficient energy available at room temperature to promote a few of their electrons across their gaps. Metals do not have band gaps, \( E_g =0 \), which explains their higher electrical and thermal conductivity and also opacity. These differences are illustrated in Figure 1-10.\(^{203}\) The Fermi (\( E_F \)) level of a solid resides between its conduction and valence bands. It is the energy at which there is a 50% probability of finding an electron. In the case of a metal, the Fermi level will be at the top of the valence band. More precisely, the Fermi level will be at the energy of the highest occupied orbital at 0 K. The Fermi level is important in XPS because, in the case of conducting samples, it
is the reference point for the work functions of the sample and spectrometer (their Fermi levels align if they are in electrical contact), and also the reference point for the BEs of the photoelectrons measured by the technique. As noted, the energy required to remove an electron from a metal to the vacuum level ($E_{\text{vac}}$) is called the work function of the metal ($\Phi_{\text{metal}}$), which can be written $E_{\text{vac}} - E_F = \Phi_{\text{metal}}$. This relationship is valid for other types of materials as well. Equation 20 summarizes the relationship between the KE of the photoelectron when it leaves the sample, the sample’s work function, and the BE of the photoelectron:

$$\text{(20)} \quad E_{\text{X-ray}} = h\nu = \text{BE}_{\text{sample}} + \text{KE}_{\text{sample}} + \Phi_{\text{sample}}$$

Although this expression looks very similar to the fundamental equation for XPS given in Equation 19 above, it is different in that the KE of the photoelectron at the sample as well as the work function of the sample are present in it. Thus, to determine the KE of the photoelectron at the sample, its work function would also need to be known. It would be impractical for XPS analysis to be required to know the work functions of all samples one might analyze, and, of course, one cannot assume that the work function of a sample will be the same as the work function of the spectrometer. That is, as shown in Figure 1-11, $\text{KE}_{\text{sample}}$ and $\text{KE}_{\text{spec}}$ are not generally equal. Note that the $E_F$ values of the sample and the spectrometer are the same in Figure 1-11 (the Fermi levels align), which, again, takes place when the samples are conducting and in electrical contact with the spectrometer. Therefore, by conservation of energy, Equation 21 is obtained:

$$\text{(21)} \quad \text{KE}_{\text{sample}} + \Phi_{\text{sample}} = \text{KE}_{\text{spec}} + \Phi_{\text{spec}}$$

Thus, to avoid having to know the work function for each sample, the work function of the spectrometer is determined in XPS, which then allows the binding energies of the elements to be determined from the kinetic energies of the photoelectrons measured at the spectrometer (see Equation 22). The work function of the spectrometer is usually about 4 eV.
(22) \[ \text{BE}_{\text{sample}} = h\nu - \text{KE}_{\text{spec}} - \Phi_{\text{spec}} \]

As noted, these derivations and proofs are valid for conducting samples that are in electrical contact with the spectrometer. However, not all materials are conductive. To measure/analyze insulators by XPS, it is common to use one of the peaks in the spectrum as a standard to which the other peaks are referenced. For example, there are many examples in the Literature of the use of the C 1s signal from adventitious carbon as a reference, where its position is often taken as 285.0 or 284.6 eV.\(^{203}\) There are, however, some concerns about the validity of this widely applied approach.\(^{202}\) In addition, insulators generally require the use of an electron “flood” gun to replace the electrons that are ejected by the X-rays during sample illumination. If a flood gun is not used, a positive charge will develop on the sample. Initially, this will cause a shift in the apparent binding energies of the sample, which will ultimately result in signal distortion.

Using the basic principles outlined here, XPS data can be collected in an accurate and reliable fashion from many different types of samples.

1.5.2 Data Analysis

The data collected in XPS narrow scans is very often rich with quantitative chemical information provided by the peak areas and peak shifts of the components in the fits.\(^{13, 33, 34}\) Accordingly, important decisions that guide research projects, and that can even have significant financial implications, depend on the results from XPS data analyses, i.e., accurate peak fitting is of great importance in XPS.\(^{34, 205}\) When analyzing XPS data, some basic rules apply: (1) Set an appropriate baseline, (2) Use proper peak shapes to approximate the chemical components of the collected data, (3) Properly constrain the peaks, e.g., FWHM values and area ratios, using information about the sample, including the information given by quantum mechanics (4) Consider
data from other techniques (or other XPS analyses) when fitting the spectra, and (5) Minimize the number of fit parameters.206

From quantum mechanics, Lorentzians are expected to be the line shapes for XPS signals. However, the peaks that are observed in XPS spectra very often have a significant degree of Gaussian character – in most cases, pure Lorentzians are not observed. There are multiple reasons for this. One is that the X-rays will not be perfectly monochromatic – there will be some spread in the energies of the incident X-rays, which will broaden the signals. Another is that the photoelectrons must travel through the spectrometer and are therefore affected by the fields and slits in it, which adds additional broadening to the signal. And finally, sample heterogeneity causes broadening – the line shapes for many polymers and glasses are mostly Gaussian.34 Ultimately, many of the processes that lead to peak broadening are mathematically consistent with the natural (Lorentzian) line shape being convolved with a Gaussian signal.

A variety of functions (line shapes) are used to model XPS signals. These include pure Lorentzian line shapes, pure Gaussian line shapes, and combinations of Gaussian and Lorentzian functions, where there are different ways that a Gaussian and a Lorentzian can be combined into line shapes that are relevant to XPS. These include the Gaussian-Lorentzian sum function (GLS), the Gaussian-Lorentzian product function (GLP), and the Voigt function, which is the convolution of a Gaussian and a Lorentzian function. Different software packages may offer additional line shapes. Because there are a variety of choices for line shapes in peak fitting, it is important to understand them in some detail to know how they affect a fit.34 First, the Voigt function is arguably the most accurate shape for much XPS peak fitting because it is the convolution of a Gaussian and a Lorentzian function. However, in the past convolutions were computationally expensive, which created interest in simpler functions, e.g., the GLS and GLP, that might adequately represent the
line shapes in XPS. Interestingly, while convolutions can now be done with relative ease on modern computers, the GLS and GLP functions continue to be relevant in XPS data analysis.

The pure Gaussian, \(G\), and pure Lorentzian, \(L\), functions are listed in Equations 23 and 24.

\[
\text{(23)} \quad G(x; F, E, h) = h \times exp\left(-4 \ln2 \frac{(x-E)^2}{F^2}\right)
\]

\[
\text{(24)} \quad L(x; F, E, h) = \frac{h}{1 + 4 \frac{(x-E)^2}{F^2}}
\]

Here, \(h\) is the height of the function, \(E\) is the center positions of the functions, and \(F\) is the function width. When contrasting the shapes of the Lorentzian and Gaussian functions, two main differences are apparent: the sharpness of the peaks (the Lorentzian is sharper) and the extent to which the functions extend out (the Lorentzian extends further – it has ‘wings’). These differences are illustrated in Figure 1-13.

The GLP and GLS functions are given in Equations 25 and 26, respectively.

\[
\text{(25)} \quad GLP(x; F, E, m, h) = h \times exp\left[-4 \ln2(1 - m) \frac{(x-E)^2}{F^2}\right] \times \frac{1}{1 + 4m \frac{(x-E)^2}{F^2}}
\]

\[
\text{(26)} \quad GLS(x; F, E, m, h) = h \times (1 - m) \times \left[\frac{\ln2}{1 + 4 \frac{(x-E)^2}{F^2}}\right] + \frac{h \times m}{1 + 4 \frac{(x-E)^2}{F^2}}
\]

Here, all of the variables are the same as in Equations 23 and 24, except for the addition of the mixing parameter \(m\), which varies from 0 to 1 and provides the degree of Lorentzian character in the function, i.e., in each case, \(m = 0\) corresponds to a pure Gaussian and \(m = 1\) corresponds to a pure Lorentzian. Figures 1-13 and 1-14 show GLS and GLP functions with different amounts of Lorentzian character (different values of \(m\)). These plots reveal that as \(m\) increases, the shape of the GLS moves proportionally towards the Lorentzian line shape, while the \(m\) value must be quite high for the GLP to have a Lorentzian shape. That is, the GLP is more compact than the GLS because it is the product of a Gaussian, which goes to zero quickly, and the more extended
Lorentzian function. Both the GLS and GLP have been used in the Literature for fitting XPS spectra, and there has been some discussion/debate about them. Ultimately, it appears that while the GLS function more closely approximates the Voigt function, both functions are of value in XPS peak fitting. In practice, the GLS and GLP are often handled in a somewhat empirical fashion – it is often a good idea to try to fit the data with both kinds of functions, and the function that better fits the data is selected.

Proper constraints on synthetic peaks are important when fitting XPS spectra. One of these is FWHM values. When analyzing a narrow scan with multiple components in different oxidation states, the FWHM values will often be quite similar. An exception here would be when there are metal and oxide signals together, e.g., Al and Al₂O₃ (the signals from the metal will generally be narrower). Unfortunately, peak widths are not always well constrained in fits in the literature. Another important constraint that must be accounted for in XPS peak fitting is spin-orbit splitting. This constraint only applied to peaks from p, d, and f orbitals, not s orbitals. That is, signals from s orbitals always appear as single peaks, but signals from p, d, and f orbitals always come in pairs. The ratio of these peaks is fixed, i.e., there are 2j+1 electrons are in each state, where the quantum number $j = |l \pm s|$. For example, if the Al 2p signal is analyzed, one will see two peaks: the 2p$_{3/2}$ and 2p$_{1/2}$ states, that will come in a 2:1 ratio as given by $2 \times (3/2) + 1 = 4$ and $2 \times (1/2) + 1 = 2$. There are also many examples in the literature of researchers failing to properly account for spin-orbit splitting.

It is important to have statistical measures for determining the quality of a fit. These may include the chi squared value, the Abbe criterion, and the standard deviation of the residuals to the fit. If possible, it is useful to show the residuals to a fit. Other tools for determining the quality of a fit may include uniqueness plots and various chemometric methods.
the end, it is the goal of the XPS practitioner to develop accurate, reproducible, and quantitative models that can be evaluated statistically.

To fit an XPS narrow scan, a baseline is first applied to the data followed by a set of peaks that approximate the oxidation/chemical states of the material being fit.\textsuperscript{33, 34} When placing peaks, proper peak constraints (FWHM, area ratios, etc.) are set as previously discussed.\textsuperscript{206} Next, the synthetic peak shapes are chosen and optimized to fit the experimental data. Finally, a goodness-of-fit figure of merit is applied to assess how well the peak model follows the experimental data.\textsuperscript{206} These steps are repeated in an iterative fashion, if necessary, to ensure a meaningful analysis. Ultimately, if the operator follows the rules for XPS peak fitting that are outlined here, the technique should prove to be a powerful tool for surface analysis.

1.6 Conclusion

Ultrathin films are key components in many modern technologies. Thus, advances in their synthesis/deposition and control of their growth is paramount to bring our technology to even higher levels. These reasons are an important motivation for continued research in this area.

Metallic surfaces are generally quite reactive with their environments, usually resulting in thin oxide films. For some metals, the presence of an oxide layer is beneficial, and even desirable. However, for the case of aluminum mirrors for space applications, this is not true. Aluminum reflects over an unmatched wavelength range that makes it a highly desirable material for space reflectors, but oxidation limits its full reflective capability, especially at very short wavelengths. Aluminum oxidation can be retarded by depositing transparent MgF\textsubscript{2} protective layers on it. However, aluminum, in general, still oxidizes slowly, even when protected, and MgF\textsubscript{2} coatings that are too thick attenuate the light that the Al might reflect. In my work, I monitored the real-
time oxidation of aluminum beneath protective MgF$_2$ layers. Through this work, an increased understanding of how MgF$_2$ films retard Al oxidation was obtained, thereby providing information to help optimize and protect future space mirrors.

Inert thin films play a key role in many technical applications such as NEMS/MEMS and in self-cleaning materials. In particular, perfluorocarbon thin-films have gained much interest because of their low-adhesion/low-friction properties. In a number of recent studies, quantitative XPS analyses have not generally matched the theoretical CF$_2$:CF$_3$ ratios that would be expected from fluorocarbon adsorbates. In my work, I developed a semi-empirical model for fitting the fluorocarbon portion of C 1s XPS narrow scans by combining information from ab initio calculations with standard practices found in the Literature. My approach gives quite good results. I believe that this approach will prove useful for other researchers.

Silicon dioxide (SiO$_2$) is an important inorganic thin film with numerous technological applications that include energy storage, surface functionalization, and semiconductors. Because of the great importance of SiO$_2$, many methods have been used to deposit it in thin film form on a wide variety of substrates, including Eagle XG® glass (EXG). In this dissertation, I show the determination of the optical constants of SiO$_2$ thin films sputtered on EXG. However, because EXG and SiO$_2$ have very similar optical constants, a rigorous process of data collection and analysis had to be employed. This process included using variable angle analyses techniques, multi-sample techniques, and proper sample preparation. By following this advanced sampling and analysis scheme, high-quality optical constants from transparent thin-films on a transparent substrate were successfully determined and reported.

An understanding of thin films is of great importance for our modern technology. My work provides novel insights and processes for improving thin film analysis and synthesis.
1.7 Figures

Figure 1-1 Simplified model of an ellipsometer.
Figure 1-2 Pictorial representation of the Kramers-Kronig relationship. Used with permission from J.A. Woollam Company
Figure 1-3 Representation of p and s polarized light in the SE experiment. Adapted from Thompkins and Hilfiker Spectroscopic Ellipsometry: Practical Application to Thin Film Characterization\textsuperscript{211}
Figure 1-4 Relationship between Fresnel coefficients and $\Psi$ and $\Delta$ in SE.

\[ \frac{\hat{r}_p}{\hat{r}_s} = tan\Psi e^{-i\Delta} = \rho \]

\[ \hat{r}_p = \frac{n_t \cos \theta_i - n_i \cos \theta_t}{n_t \cos \theta_i + n_i \cos \theta_t} \]

\[ \hat{r}_s = \frac{n_i \cos \theta_i - n_t \cos \theta_t}{n_i \cos \theta_i + n_t \cos \theta_t} \]

\[ \rho = \frac{(n_t \cos \theta_i - n_i \cos \theta_t)}{(n_t \cos \theta_i + n_i \cos \theta_t)} \cdot \frac{(n_i \cos \theta_i - n_t \cos \theta_t)}{(n_i \cos \theta_i + n_t \cos \theta_t)} \]
Figure 1-5 General approach to modeling SE data. Used with permission from J.A. Woollam Company
Figure 1-6 Brewster Angle used for SE Range Selection. Used with permission from J.A. Woollam Company
Figure 1-7 General strategy for analyzing multilayer structures, which is to first determine the optical properties of the individual components/layers in them. Adapted from Thompkins and Hilfiker Spectroscopic Ellipsometry: Practical Application to Thin Film Characterization.\textsuperscript{211}
Figure 1-8 General strategy for analyzing multilayer structures, which is to first determine the optical properties of the first layer, then the second layer after its deposition, and so forth. Adapted from Thompkins and Hilfiker Spectroscopic Ellipsometry: Practical Application to Thin Film Characterization.
Figure 1-9 Representation of hemispherical analyzer
**Figure 1-10** Simplified depiction of the band structure of a metal, a semiconductor, and an insulator.
Figure 1-11 Energy level diagram showing a sample and a spectrometer in electrical contact with each other with both grounded and their Fermi levels aligned. The respective sample and spectrometer work functions, $\Phi_{\text{sample}}$ and $\Phi_{\text{spec}}$, are also shown. In addition, the kinetic energy of a free photoelectron for the sample, $\text{KE}_{\text{sample}}$, and the kinetic energy of the photoelectron as measured by the spectrometer, $\text{KE}_{\text{spec}}$, are shown. The energy of the incident X-ray ($h\nu$), is shown to be equal to $\text{BE}_{\text{sample}} + \Phi_{\text{sample}} + \text{KE}_{\text{sample}}$. This diagram is not drawn to scale.
Figure 1-12  Gaussian function from Eq. (23) with parameters $h = 1$, $E = 0$, and $F = 1$.  Lorentzian from Eq. (24) with parameters $h = 1$, $E = 0$, and $F = 1$. 
Figure 1-13 Graph of the GLS function (Eq. (26)) with parameters h = 1, E = 0, and F = 1 for (from bottom to top) m = 0, 0.1, 0.3, 0.5, 0.7, and 1.
Figure 1-14 Graph of the GLP function (Eq. (25)) with parameters h = 1, E = 0, and F = 1 for (from bottom to top) m = 0, 0.1, 0.3, 0.5, 0.7, and 1.
Figure 1-15 Graphs of the GLS function with $m = 0.5$ (orange line), the GLP function with $m = 0.5$ (blue line), and the Voigt function (gray line). All three functions have widths of 2 and are centered at the origin. The Voigt function represented here is the convolution of a Gaussian function with a width of 1.3 and a Lorentzian function with the same width. A figure similar to this one previously appeared in paper by Hesse and coworkers.\textsuperscript{210}
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CHAPTER 2: Illuminating the Oxidation of Aluminum Thin Films Protected by Ultrathin MgF$_2$ Layers Using Spectroscopic Ellipsometry and X-Ray Photoelectron Spectroscopy
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2.2 Abstract

Combined X-ray photoelectron spectroscopy (XPS) and spectroscopic ellipsometric (SE) studies concur on the time-dependent aluminum oxide thickness in evaporated MgF$_2$ over Al bilayers. Dynamic SE can track second-by-second oxide growth for the first postdeposition hours. Oxide growth is computed from relative XPS peak areas as corrected for electron attenuation through the MgF$_2$ overlayer. An empirical formula fits time-dependent data for aluminum surfaces protected by MgF$_2$ as a function of MgF$_2$ layer thickness: aluminum-oxide thickness = $k \times \log(t) + b$.

The prefactor, $k$, depends only on MgF$_2$ thickness, decreasing monotonically with increasing MgF$_2$ thickness. This method of employing SE should be extendable to study other metal/overlayer combinations.
2.3  Introduction

Aluminum is the only material that can provide broad-band IR-optical-UV and far ultraviolet (FUV) reflectance. Unfortunately, aluminum begins oxidizing immediately upon air exposure. Even under high-vacuum conditions oxidation\textsuperscript{1-8} and loss of vacuum ultraviolet (VUV) reflectance are observed.\textsuperscript{9}

The aluminum oxide which forms, though only 3.5-5 nm thick, effectively blocks aluminum’s high reflectance above about 9 eV (<140 nm), which is the point at which sapphire’s absorption constant rises above 0.01/nm.\textsuperscript{10} To circumvent oxidation, wide-bandgap, dielectric (low-atomic-number metal fluoride) thin films are deposited on the aluminum film before it is exposed to air.\textsuperscript{4, 11-15} MgF\textsubscript{2} and LiF thin barrier layers have been used for decades to protect aluminum reflectors, particularly for VUV applications including space telescopes. Space telescopes place large demands on reflective coatings. Hubble’s far UV performance was due to its MgF\textsubscript{2} on Al mirror coatings. Concept plans for two potential NASA missions of the 2030’s -the Large UV-Optical-IR Surveyor (LUVOIR) and the Habitable Exoplanet Imaging Mission (HabEx)- call for substantial reflectance down to 100 nm.\textsuperscript{16-18} Recent efforts to achieve this goal have focused on depositing the fluorides on heated substrates,\textsuperscript{11} using barriers containing LiF,\textsuperscript{19} employing atomic layer deposition (ALD),\textsuperscript{17, 20-22} and using capping layers including AlF\textsubscript{3}.\textsuperscript{12, 19} This has allowed aluminum’s region of high reflectance to be expanded to somewhat shorter wavelengths.

In addition to optical performance, there are significant environmental requirements. Coatings must survive years of storage prior to launch. This environment may not be optimal for survival during portions of this time. This is particularly an issue for LiF which is hygroscopic and for thinner overcoats. Lifetime tests show that some processes produce layers that should survive some exposure to humid environments.\textsuperscript{19} However, these are macroscopic tests. The question of
the nature of the degradation on the atomic level has not been addressed. Fundamental knowledge of atomic-scale changes could provide technologists insights in identifying problems and allowing problems to be corrected early. This could also help formulate accelerated lifetime tests and give confidence that the final coatings will survive to launch and beyond.

In spite of the importance of barrier-layer protected mirrors, tools that can easily detect and quantify the time-dependent oxidation of aluminum under protective fluoride barrier layers have been late in coming. Here we show that variable-angle, spectroscopic ellipsometry (VASE) can be such a tool and present a systematic study of MgF₂-protected Al mirrors as an example of its use. VASE is known to be useful in obtaining the thicknesses and optical constants of ultrathin metal films. Recently this technique was expanded to observing the thickness of ultrathin aluminum under a fluoride barrier decrease with time. The concomitant appearance and growth of a dielectric layer on top of the aluminum under the fluoride layer was also noted. While this was inferred to be aluminum oxide, it took an XPS study on the same series of MgF₂ layers on Al to show definitively that the dielectric material which ellipsometry measures to be increasing in aging samples is oxide. This study also indicates that the oxidation is uniform across the sample. That is, the data does not support the hypothesis that the oxidation is primarily from pinholes. We also show that, while the Cabrera –Mott approach can fit the oxide thickness derived from XPS, that thickness is fit better by a simpler expression. Oxide thickness increases linearly with the logarithm of time. The slopes of the equation for the time-dependent thickness decrease with increasing fluoride thickness as anticipated. This approach potentially might be useful to project mirror lifetimes. The films studied here were deposited at room temperature. However, the technique described here is amenable to samples deposited at elevated temperatures or via ALD
and should be adaptable to studying other barriers such as LiF and other mirror metals such as silver.

2.4 Experimental

2.4.1 Sample Deposition

Except as specifically described below, all aluminum and MgF$_2$ films were deposited without substrate heating in a Denton DV-502A thermal evaporator. Details are described elsewhere.$^{24,25,27}$ The sample substrates were cleaved from Si (100) wafers. In studying aluminum films, the wafer utilized was purchased with a nominal 300 nm of CVD Si$_3$N$_4$. The CVD Si$_3$N$_4$ dielectric layer on the substrate is referred to as the interference layer (IL) and aids in the quantification of the oxide growth via ellipsometry.$^{24}$ The Al was deposited at a rate of 3.5 nm/sec on to achieve a thickness of 150 Å. The MgF$_2$ was then immediately deposited (time between depositions was less than 60 seconds) on the Al film at a rate of ca. 0.3 nm/sec. The time for both depositions was 35 to 45 s. The time between the end of the evaporation of the aluminum film and the beginning of the evaporation of the overcoat was minimized to avoid oxide build up on the freshly evaporated Al and was usually less than 60 seconds. Past work has shown that high rates are conducive for producing the purest (highly reflective) aluminum layers. The high rates limit the incorporation of oxygen into the film. A quartz crystal monitor (QCM) was employed to close the shutter between the source and the substrate when the programed thickness was reached.

Our goal was not the replication of state-of-the-art, protected, front-surface aluminum mirrors in every detail. Rather, we aimed at producing materials and structures that facilitated study via SE and XPS but were otherwise as similar as possible to the relevant aspects of the best mirrors. Ours were test samples for addressing scientific/technological questions, such as, “What
is the rate of oxidation of aluminum coatings protected by a certain thickness of barrier?” And it is known that heating the substrate as the fluoride is deposited enhances optical properties, can the same be said for barrier-layer properties. We hypothesize that small amounts of oxygen incorporation are not likely to change oxidation rates significantly, though this should be investigated. Likewise, it was hypothesized that aluminum thickness would not affect aluminum oxidation rate. Thus, the behavior of our ultrathin aluminum coatings should be useful in understanding state-of-art aluminum mirrors.

2.4.2 Characterization

Ellipsometric data was acquired using a J.A. Woollam M-2000D, variable-angle, spectroscopic ellipsometer (J.A. Woollam Company, Lincoln, ME, USA) over the wavelength range of 190-1688 nm. Time-dependent SE measurements were obtained for various samples using the ‘in situ’ mode of the instrument. The ellipsometer acquired delta and psi data at 75° every 2.3 s for a period of 4 h. Data were subsequently modeled using the CompleteEASE® SE instrument analysis software. The model in Figure 2-1 shows the types of Al +MgF₂ stacks prepared and studied. The optical constants for all layers except #2 (CVD Si₃N₄) and #4 (Al) were modeled with the optical constants in the CompleteEASE® data base. The substrate was Si-JAW. For layers 1 and 3 SiO₂-JAW (silicon native oxide) was used. Layer 5 used Al₂O₃ (parametric model), and Layer 6 used MgF₂ (a Sellmeier model of the ordinary-ray refractive indices of MgF₂). The substrate and layers 1-3 come as a unit. It is impossible to know the thickness of the oxide under the Si₃N₄. We set it to 1.4 nm, which is a typical thickness for native oxide on Si wafers. With SE we learned that the native oxide on top of our CVD Si₃N₄ is about 2 nm. This is from measuring wafer pieces after etching in buffered HF to remove only the oxide layer. The optical constants for
‘Layer 2 CVD Si$_3$N$_4$’ were obtained by measuring a number of CVD nitride-coated substrates prior to deposition.$^{24}$ We found that the optical constants of CVD silicon nitride could be parameterized successfully as a Tauc-Lorentz oscillator plus a Gaussian oscillator located near the band edge. Measurement were made on each specific sample prior to the deposition of the aluminum and the fluoride. The Si$_3$N$_4$ thickness was then fit. On occasion, the thickness of this layer was sometimes fit to decrease the MSE of the substrate fit. The typical change in thickness was less than 1%, which is well within the tolerance of thickness uniformity across the wafer the substrates were taken from. These parameters were then held fixed during the analysis of the delta and psi data to determine the Al (Layer 4) and Al$_2$O$_3$ (Layer 5) thicknesses.

The optical constants for the aluminum film were obtained from multisample analyses as described in results. Interference enhancement, as the technique is known, has been found to increase significantly the sensitivity to the absorber optical properties and thickness.$^{23}$ The purpose of a thick dielectric layer between the aluminum layer and the Si substrate is to enhance the information content of multiple-angle measurements.$^{24}$ Spectroscopic ellipsometry and transmitted or reflected intensity was shown, for example, to produce a unique result for the Cr films on fused silica substrates.$^{23}$ It should be noted that the Al in the films suitable for these ellipsometric studies are a factor of 3-4 times too thin for standard telescope mirrors.

XPS was performed with a Surface Science SSX-100 instrument (maintained by Service Physics, Bend, OR, USA) with a hemispherical analyzer. The instrument employs monochromatic Al K$\alpha$ X-rays. Survey scans were collected with an X-ray spot size of 800 x 800 $\mu$m$^2$ with a resolution of 4, nominal pass energy of 150 eV, 6 passes/scans, and a step size of 1 eV. High resolution scans were collected over the Al 2s region, centered at a binding energy of 120 eV, with an energy window of 40 eV and a step size of 0.0625 eV. The number of scans ranged between 15
and 35, and the spot size was 800 x 800 μm² with a resolution of 3 (nominal pass energy of 100 eV). Area ratios were calculated using the CasaXPS modeling software (Casa Software Ltd., Version 2.3.18PR1.0).

### 2.4.3 MgF₂ Thickness Standard Preparation

MgF₂ thickness standards for XPS analysis allow the thickness of MgF₂ on Al films to be measured via XPS. To prepare the standards, MgF₂ films of seven different thicknesses on Si were deposited unheated (that is, about 300K) substrates. These were approximately 25 x 25 mm silicon pieces cleaved from a single-side polished 150 mm diameter epi silicon wafer. The samples were cleaned by a low-pressure air plasma (Herrick model PDC-32G). The native oxide thickness on each sample was then measured via ellipsometry prior to MgF₂ deposition. The native oxide thickness was about 1.5 nm. After the fluoride deposition, the thicknesses of the MgF₂ layers were measured via SE at an angle of 75°. The ellipsometric data was modeled using the optical models in the instrument software for MgF₂ (MgF₂ (Sellmeier-ordinary ray)) to obtain the fluoride thickness, while Si and SiO₂ used Si_JAW and SIO2_JAW, respectively. An additional set of five MgF₂ standards of varying thicknesses were prepared on heated substrates (ca. 500K) by the processes described above except the substrate heating. Differences in the attenuation coefficient of the two sets showed the importance of substrate heating for maximum density; as will be discussed below.

After deposition, the standards were analyzed with XPS to assess the attenuation length of the MgF₂. This included narrow scans of the Mg 2s and Al 2p features. It should be noted that the thickest MgF₂ in the films suitable for these XPS studies are a factor of 3-4 times thinner for standard protected mirrors due to analysis depth limitations of XPS. (On the other hand, for ellipsometry the fluoride layer can be arbitrarily thick.)
2.5. Results and Discussion

2.5.1 Determination of Fluoride Thickness

Ellipsometric measurements depend on reflecting light of a known polarization from a surface and measuring changes in that polarization. Spectroscopic ellipsometry utilizes a suite of colors, in our case, >700 individual wavelengths. Through the creation of parametric models of layers and adjustment of the parameters in them, ellipsometric measurements can be used to determine a variety of material properties including film thicknesses, surface roughness, and optical constants of materials. In the case of multi-angle measurements this can yield as many as 10000 individual values of Δ and Ψ used fit with a model possessing far fewer adjustable parameters. This can remarkably constrain layer thickness estimates. Parameterization also decreases the correlation between constants while maintaining smooth, continuous, and, if desired, Kramers–Kronig consistent optical properties for the absorbing material.

However, due to the potential presence of two dielectric layers- the MgF₂ overlayer and any aluminum oxide- above the aluminum in the Al+MgF₂ bilayer (see Figure 2-1), the individual thicknesses of the MgF₂ overlayer and the oxide could not be determined with precision using spectroscopic ellipsometry alone. This is unless the thickness of one of the layers were known at a given time and it is known that the fluoride overlayer itself does not change thickness and index with time. While the thickness monitor provided thickness control of the magnesium fluoride deposited, an independent measurement of the thickness and stability of the deposited MgF₂ layer was desired and this measurement was XPS.

In this analysis, we employed an equation from Cumpson, which is based on Hill’s equation.²⁹,³⁰ It is as follows:
\[
\ln \left( \frac{I_o / s_o}{I_s / s_s} \right) = \left[ \left( \frac{E_o}{E_s} \right)^{0.75} - \frac{1}{2} \right] \frac{d}{\lambda_o \cos(\theta)} - \ln 2 = \ln \sinh \left( \frac{d}{2\lambda_o \cos(\theta)} \right)
\]

Here, \(I_o\) and \(s_o\) are the intensity and sensitivity factor respectively of the Mg 2s photoelectrons in the top layer of the MgF\(_2\) standards (here, the MgF\(_2\) film), and \(I_s\) and \(s_s\) are the intensity and sensitivity factor of the Si 2p electrons from the substrate (here, the Si/SiO\(_2\) layer), and the take-off angle (\(\cos \theta\) in Equation 1) of our XPS system is 35°.

Finally, the attenuation coefficient, \(\lambda_o\), for MgF\(_2\) needs to be known. This was the purpose of the MgF\(_2\)-films-on-silicon standards described in section 2.2. SE could be used to determine their thickness (here, \(d\) in Equation 1). This is possible because there was no aluminum or aluminum oxide to confound the identification of the magnesium fluoride layer’s thickness. Then the samples were measured via XPS and Equation 1 was solved iteratively to determine the attenuation coefficient, \(\lambda_o\), for MgF\(_2\). Peak areas (\(I_o\) and \(I_s\) here) and binding energies (\(E_o\) and \(E_s\) for Mg 2s and Si/SiO\(_2\) 2p photoelectrons, respectively) were calculated. This resulted in four different values of \(\lambda_o\) for the samples deposited on unheated substrates. These are: (1.6 nm MgF\(_2\), \(\lambda_o\): 6.1 nm), (2.1 nm MgF\(_2\), \(\lambda_o\): 5.3 nm), (3.3 nm MgF\(_2\), \(\lambda_o\): 4.6 nm), and (5.1 nm MgF\(_2\), \(\lambda_o\): 4.2 nm) and are plotted in Figure 2-2.

Note that the value of the attenuation coefficient decreased as MgF\(_2\) thickness increased. This can be understood if the thinner fluoride layers were porous or rough. Porous films logically would have larger attenuation lengths since the vacuum portion of the films do not absorb electrons. The ellipsometer would measure greater film thickness than allowed by the MgF\(_2\) contained in the film if it were fully dense. How does one account for the index of a porous layer not being noticeably smaller than that of the fluoride? Ellipsometric measurements are made in air. Under these conditions, small pores fill with water by capillary action even in conditions of
low humidity. Water has an index not much smaller than that of magnesium fluoride so the combination of fluoride and water is a layer that resembles magnesium fluoride. (The water will leave in the vacuum of the XPS and thus will not be detected by that technique.)

It is well known that the initial layers of dielectrics are frequently porous when deposited on the substrates at ambient temperatures. The films become denser as the film thickness increases, but bulk densities are often not achieved without adding energy during deposition. Substrate heating is thought to produce denser films at all thicknesses by increasing the surface mobility of adatoms. While ion bombardment works well for oxides, fluoride films are damaged by this technique.

To achieve higher density films, the five fluoride films of different thicknesses deposited at about 500 K were subjected XPS analysis. The attenuation length of these films does not vary with thickness as seen in Figure 2-2 (bottom set of points marked by triangles). The average value of $\lambda_o$ was $3.79 \pm 0.21$ nm for the heated MgF$_2$ films.

This value of the attenuation length, 3.79 nm, was then used in equation 1 to determine the thickness of the various MgF$_2$ layers deposited on aluminum. Here, Al 2p electrons coming from the aluminum film were used to compute Al/Al$_2$O$_3$ ratio. $E_o$ and $E_s$ are the binding energies of Mg 2s and Al 2p photoelectrons respectively and $\lambda_o$ is the attenuation coefficient of the aforementioned Mg 2s photoelectrons. These thicknesses were within 5% of the value programmed into the QCM used to control the deposition thicknesses in the evaporator. Thus, overall, this approach accounted for any run-to-run variation in the deposition of the MgF$_2$.

### 2.5.2 SE Analysis of the Oxidation of MgF$_2$ Under Aluminum

To study the oxidation of MgF$_2$ under aluminum, as described in section 2.1 Al (nominal thickness of ca. 15 nm), followed by MgF$_2$ (various thicknesses) were deposited onto fully
characterized Si/SiO$_2$/Si$_3$N$_4$/SiO$_2$ substrates. These Si/SiO$_2$/Si$_3$N$_4$/SiO$_2$/Al/MgF$_2$ stacks were then removed from the evaporation chamber. Once in air “the clock started” for the sample’s aging. As quickly as possible – usually 5-6 minutes, each sample was moved to the ellipsometer, and a four-hour run was commenced that repeatedly collected SE data from the sample at 75°. Some of the samples were then analyzed by XPS to determine the thicknesses of its MgF$_2$ and oxide layers. The delta and phi ellipsometric data was then analyzed to obtain the time-dependent thickness of the oxide for each four-hour set of SE data.

A preliminary question was answered quickly. Could some of the changes observed be due to changes in the fluoride overlayer? Of the commonly used fluoride overcoats for aluminum, magnesium fluoride is the most stable. An ellipsometric study of 15nm MgF$_2$ on Si films showed no changes for samples stored in laboratory air over a period of a day. Thus, calculations proceeded attributing all changes in SE data to the appearance of an aluminum oxide film on the Al. (Prior work had shown that the SE data was not compatible with the interpretation that the oxide is forming below the Al.)

Two models of Al optical constants were considered to determine the aluminum and aluminum oxide thicknesses for the Al+MgF$_2$ stacks. Both approaches used the previous SE characterizations of the individual Si/SiO$_2$/Si$_3$N$_4$/SiO$_2$ substrates applied to each different stack modeled. In the first approach, the same Al optical constants were used for all samples. This is Model 1. These Al constants had been obtained from an MSA involving most of the samples, as detailed elsewhere.$^{26}$ This approach had a significant problem but was not unfruitful. The problem was this: the fits to SE for most samples generated oxide thicknesses less than zero. The MSE is shown in the second column (labeled Model 1) of Table 2-1.
Table 2-1 Mean Square Error for fitting aluminum and aluminum oxide for Model 1 and 2. Model 1 uses the same Al optical constants for all samples. For model 2 they are optimized individually for each sample.

<table>
<thead>
<tr>
<th>MgF₂ Thickness</th>
<th>Model 1 MSE</th>
<th>Model 2 MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000 nm</td>
<td>1.20</td>
<td>0.32</td>
</tr>
<tr>
<td>1.45 nm</td>
<td>0.75</td>
<td>0.41</td>
</tr>
<tr>
<td>1.73 nm</td>
<td>15.49</td>
<td>1.39</td>
</tr>
<tr>
<td>1.96 nm</td>
<td>3.28</td>
<td>2.93</td>
</tr>
<tr>
<td>2.59 nm</td>
<td>300.00</td>
<td>7.62</td>
</tr>
<tr>
<td>2.99 nm</td>
<td>1.23</td>
<td>0.37</td>
</tr>
<tr>
<td>3.81 nm</td>
<td>0.75</td>
<td>0.32</td>
</tr>
<tr>
<td>4.20 nm</td>
<td>16.96</td>
<td>3.52</td>
</tr>
<tr>
<td>4.97 nm</td>
<td>0.83</td>
<td>0.25</td>
</tr>
<tr>
<td>5.00 nm</td>
<td>33.69</td>
<td>5.81</td>
</tr>
<tr>
<td>Negative Al₂O₃ thicknesses</td>
<td>6 of 9</td>
<td>2 of 10</td>
</tr>
<tr>
<td>Unfittable Samples</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Negative oxide thicknesses are not physical. On the other hand, fitting the optical constants for the aluminum in each individual stack individually resulted in more reasonable fits for the oxide thickness and yielded significantly lower MSE values. This is the 3rd column in Table 2-1, labeled Model 2.

Interestingly, in spite of the fact that Model 1 yielded apparent negative Al₂O₃ thicknesses for a significant fraction of the samples, the trends, with increasing time, in apparent Al₂O₃ and Al thicknesses for all samples that could be fit, were not unreasonable. The apparent Al₂O₃ thicknesses was observed to increase with time accompanied by a decrease in the Al thicknesses. To visualize these trends, thickness data were plotted against log of time (Figure 2-3).

Using log of time allowed data taken over many orders of magnitude to be plotted on the same graph. When this was done it was noted that the data of the Al₂O₃ thicknesses vs. time for the different samples lay on approximately straight lines. That is, they could be reasonably fit to equation of the form:
\[ d_{\text{Al}_2\text{O}_3} = k \ln t + b \]  

where \( d_{\text{Al}_2\text{O}_3} \) is the thickness of the \( \text{Al}_2\text{O}_3 \) film, \( t \) is time, \( k \) is the slope, representing a characteristic slowing of oxidation, and \( b \) is thickness of the oxide at 1 unit of time.

The negative thicknesses for \( \text{Al}_2\text{O}_3 \) produced by Model 1 Al constants are unphysical. It is reasonable to hypothesize that this is due to the requirement that the same optical constants for Al be applied to all samples regardless of differences in deposition conditions. In the case of dielectric thin films this often a good assumption. However, as previously noted, optical constants for extremely thin metal films cannot be expected to be constant. Since the photon energy in the SE characterization are significantly less than aluminum’s plasma edge of 15 eV, anything that affects the number, or scattering behavior, of free electrons could markedly change a Al film’s optical constants. In fact, the oscillatory motion of free electrons in an ultrathin aluminum film in a photon’s electromagnetic field could be impeded both by the film’s top and bottom surfaces and the presence of numerous grain boundaries arising from the extremely small grain size characteristic of ultrathin films deposited at a small fraction of their melting temperature. (The general effect on microstructure of thickness and deposition temperature is treated by a number of authors.) Nguyen et al used spectroscopic ellipsometry to comprehensively study the effect of Al thickness on optical constants, observing that for thicknesses >6 nm, “the interband relaxation time increases with thickness, providing evidence that grain-boundary scattering is the dominant mechanism controlling the optical properties in the bulk film stage.” The smaller MSE values for Model 2 (see Table 2-1) suggests that fitting the Al optical constants in each sample separately is justified, lending support the hypothesis that the Al optical constants vary between the samples. Two additional indications that this approach is an improved representation of our materials are
the facts that all of the samples could be fit with Model 2, and that only two of the ten samples used showed any negative \( \text{Al}_2\text{O}_3 \) thicknesses.

Plots of \( \text{Al}_2\text{O}_3 \) thickness vs. the log of time were also found to be quite linear for the second approach as well as the first and were fit with Equation 2. The slopes (that is, the \( k \) values) in equation 2 arising from the application of the two Al models are plotted in Figure 2-4 as a function of the \( \text{MgF}_2 \) overlayer thickness in each of ten samples. It is clear that \( k \) decreases as the thickness of the \( \text{MgF}_2 \) overlayer increases, which is the expected behavior for a barrier layer.

It is significant that the two curves nearly overlap. That is, these results suggest that while the absolute thicknesses of oxides using the first model might be incorrect, the changes with time are meaningful, and, furthermore, that the values of \( k \) determined here, and the fact that they decrease with increasing \( \text{MgF}_2 \) thickness, are not artifacts of either approach.

2.5.3 X-ray Photoelectron Spectroscopic Analysis

The thickness of the \( \text{MgF}_2 \) layer on Al could not be modeled unequivocally using SE due to potential correlation with the developing aluminum oxide layer, as noted previously. Therefore, to measure the thickness of the \( \text{MgF}_2 \) layer, XPS itself was used in conjunction with SE. XPS is a surface sensitive technique that probes ca. 10 nm into a surface. It can monitor elemental compositions and oxidation states of materials as well. XPS data are modeled using curve fitting techniques that account for differences in composition. This peak fitting is important because XPS line widths and chemical shifts due to changes in oxidation states are of comparable size.\(^{30}\) To study the oxidation rates of Al as a function of \( \text{MgF}_2 \) thickness, as discussed in section 2.1, seven Al +\( \text{MgF}_2 \) samples were prepared. All samples were analyzed at the Al 2s binding energy (BE) position of 118 eV. While the intensities of the Al 2p region were very similar, the Al 2s region
was selected as spin-orbit splitting, such as seen in Al 2p peak analysis, does not need to be considered.

Figure 2-5 shows that the Al surface below the MgF$_2$ oxidizes to Al$_2$O$_3$ over time. The extent of oxidation can be measured by plotting the Al$_2$O$_3$/Al ratios over time. Photoelectrons do not come out with the same energy but are broadened to a Lorentzian shape by the exponential decay probability for the core hole. The spectrum is further broadened to have a more Gaussian shape by phonon interactions and disorder. In fitting the Al 2s peak, two types of synthetic line shapes were considered: Gaussian-Lorentzian product (GLP) functions, and Gaussian-Lorentzian sum (GLS) functions.$^{38}$ Because they fit the data better than the GLP functions, GLS were employed here. These partition the peak into Gaussian and into Lorentzian components. It has been observed that the Al peak from pure Al is most Lorentzian than Al in Al$_2$O$_3$.\cite{38,39} This is attributed both to the oxide’s greater disorder and to phonon broadening.$^{40-42}$

The best fit percentage of the peak shape that is due to Lorentzian in a given sample is found by minimizing the standard deviation of the residuals (STDEVRes) over all of the samples analyzed. In the bare Al samples the Lorentzian values for the Al$_2$O$_3$ peaks were best fit with 20% Lorentzian character, thus yielding GLS values of 50 and 20 for Al and Al$_2$O$_3$ respectively. In the samples with a MgF$_2$ protective layer, GLS values of 50 and 0 for Al and Al$_2$O$_3$, respectively fit the data best. The decreased Lorentzian peak character from the bare to the protected oxide layers indicate increased disorder in the XPS oxide spectra\cite{40} under the MgF$_2$ overlayer.

Using these parameters, we determined the areas under the Al$_2$O$_3$ and Al peaks and the full width half maximum (FWHM) of seven samples, two bare and five with MgF$_2$ overlayers. These results are recorded in Table 2-2. Our data showed the average FWHM for the Al to be $1.75 \pm 0.07$ eV for both bare and coated samples. On the other hand, the Al$_2$O$_3$ 2s peaks for the bare and coated
samples averaged 2.45 ± 0.1 eV and 2.92 ± 0.13 eV, respectively. The oxide FWHM values fell within range of literature γ-Al₂O₃ and Al values. In addition, binding energy (BE) differences between Al₂O₃ and Al peaks were 2.57 ± 0.12 eV averaged over all samples. It may that the differences in the FWHM are attributable to differences between the MgF₂ over layer and the native oxide that forms.

**Table 2-2** Average FWHM values, peak energy (BE) differences, and ratios of FWHM values for the Al and Al₂O₃ fit components in the Al 2s narrow scans considered in this study

<table>
<thead>
<tr>
<th>MgF₂ Thickness (nm)</th>
<th>Average FWHM Al 2s Peak</th>
<th>Average FWHM Al₂O₃ 2s Peak</th>
<th>Average BE Difference Al-Al₂O₃ 2s Peaks</th>
<th>Average FWHM Ratio Al₂O₃/Al 2s Peaks</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.79 ± 0.08</td>
<td>2.51 ± 0.11</td>
<td>2.39 ± 0.03</td>
<td>1.40 ± 0.03</td>
</tr>
<tr>
<td>0</td>
<td>1.76 ± 0.03</td>
<td>2.40 ± 0.05</td>
<td>2.36 ± 0.06</td>
<td>1.41 ± 0.09</td>
</tr>
<tr>
<td>1.73</td>
<td>1.76 ± 0.14</td>
<td>2.96 ± 0.14</td>
<td>2.49 ± 0.10</td>
<td>1.68 ± 0.09</td>
</tr>
<tr>
<td>1.92</td>
<td>1.68 ± 0.06</td>
<td>2.82 ± 0.08</td>
<td>2.59 ± 0.08</td>
<td>1.68 ± 0.08</td>
</tr>
<tr>
<td>1.96</td>
<td>1.74 ± 0.04</td>
<td>2.99 ± 0.08</td>
<td>2.46 ± 0.04</td>
<td>1.72 ± 0.06</td>
</tr>
<tr>
<td>2.25</td>
<td>1.71 ± 0.04</td>
<td>3.15 ± 0.22</td>
<td>2.75 ± 0.24</td>
<td>1.84 ± 0.16</td>
</tr>
<tr>
<td>4.23</td>
<td>1.83 ± 0.04</td>
<td>2.69 ± 0.10</td>
<td>2.48 ± 0.06</td>
<td>1.48 ± 0.04</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>1.75 ± 0.07</strong></td>
<td><strong>2.79 ± 0.12</strong></td>
<td><strong>2.50 ± 0.11</strong></td>
<td><strong>1.60 ± 0.09</strong></td>
</tr>
</tbody>
</table>

The consistency of the statistics in Table 2-2 also increased our confidence in the validity of our data. Using these standards, we were able to quantify aluminum oxidation changes over time. As such, we can show the graphical representation of changes in the aluminum oxidation starting from immediate removal from the evaporator chamber and extending to 8 months. In Figure 2-6, Al₂O₃/Al ratios are graphed as functions of the log of time. It can be observed that plotting the data points as a function of the log of time shows points fall, more or less, on a straight line. Empirically, then, oxidation followed a logarithmic model over an extended time-period of observation. That the rate of oxidation decreases with time is not surprising since as the oxide film thickness grows, it creates a protective boundary that greatly reduces atmospheric oxygen or water
access to the aluminum metal surface.\textsuperscript{24} As shown, the rates were empirically fit using regression analysis to the general equation using the Al\textsubscript{2}O\textsubscript{3} to Al ratios shown in Equation 3:

\[
\frac{Al_2O_3}{Al} = k \ln t + b
\]  

(3)

Here, k is the slope. Table 2-3 gives changes in oxidation prefactors as a function of the MgF\textsubscript{2} thicknesses.

<table>
<thead>
<tr>
<th>MgF\textsubscript{2} Thickness (nm)</th>
<th>Prefactor of Slope Oxidation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.100</td>
</tr>
<tr>
<td>0</td>
<td>0.103</td>
</tr>
<tr>
<td>1.73</td>
<td>0.061</td>
</tr>
<tr>
<td>1.92</td>
<td>0.041</td>
</tr>
<tr>
<td>1.96</td>
<td>0.043</td>
</tr>
<tr>
<td>2.25</td>
<td>0.032</td>
</tr>
<tr>
<td>4.23</td>
<td>0.021</td>
</tr>
</tbody>
</table>

### 2.5.4 Aluminum Oxidation Models Under Protective Layers

Understanding the mechanism behind thin-film oxidation is a century-old problem.\textsuperscript{44} While applying protective or barrier overcoats to isolate a surface from the environment is a common approach to slow degradation, the study of the kinetics of the oxidation \textit{under that barrier} is much less common. The exceptions arise when the overlayer is ultrathin as is the case of graphene on Cu.\textsuperscript{45,46} Even in these cases, however, appeals to classic oxidation theory are rare.

Here is the problem. Rather than a two-layer model (an oxide on a metal substrate) a trilayer (barrier/oxide/metal) model must be invoked. The difficulty is not just that there are more interfaces. In our case, the barrier is structurally and chemically quite different from the oxide forming below it. The formation of Mott potentials and mechanisms of mass and charge transport
can be expected to change, transitioning between the growing oxide and the magnesium fluoride overcoat.

Nevertheless, the fact that oxide thicknesses on a log-of-time plot fall on straight lines whose slopes depend on the MgF$_2$ thickness suggests that consideration of classical oxidation models may yield insight. The fact the slopes decrease with increasing fluoride thicknesses suggests that the limiting factor to oxidation is the MgF$_2$ layer. Perhaps it limits diffusion of an oxygen containing species through it to the MgF$_2$-oxide interface, but what of the logarithmic behavior?

The oxidation of many metals at low temperatures, after the initial nucleation and lateral consolidation of oxide, is said to be logarithmic, either direct or inverse. The Cabrera-Mott (CM) model predicts a form of inverse logarithmic. Replotting some of the oxide thickness data according to the CM model allows a comparison to be made. In the CM model, charged surface-oxygen species and metal ions generate a (Mott) potential that drives oxidation. If the CM model is applicable, the placement of the thickness data on the graph will produce straight lines. This is done in figure 2-7. Here the plot is done according to the form corrected by Ghez.$^{47}$ It can be seen in this figure that, while there is rough agreement with the Cabrera Mott model, the agreement is worse than for a direct logarithmic plot. In Table 2-4 furthermore, the goodness-of-fit ($R^2$) values of direct logarithmic and indirect are recorded for several samples. The middle column is for CM and the right column for direct logarithmic. In all but one case the $R^2$ value for direct logarithmic is significantly closer to 1.0. 1.0 would be a perfect fit. Note that two of the plots are for bare Al, and in agreement with other researchers$^{4,48-50}$ we find that oxidation of bare aluminum is fit well by the log of time approach. Note that Grimblot and Eldridge$^{50}$ say that CM works as well as direct logarithmic.
While failure of data to be fit well by the CM model cannot be interpreted as implying CM model is not applicable,\textsuperscript{51} it is profitable to look for those models which predict direct logarithmic dependence. An early model proposed by Mott posited electron tunneling through the oxide as rate determining. For this case, a direct logarithmic expression for the growth of oxide films identical to equations two and three. Fehlner also observed on page 204,\textsuperscript{52} that direct logarithmic kinetics are observed for group I and II elements. Magnesium is a group II element, but there is no reason why one would expect its fluoride to block oxygen or water passage like its oxide does?

\begin{table}[h]
\centering
\begin{tabular}{lccc}
\hline
MgF\textsubscript{2} Thickness & Cabrera-Mott & Empirical Fit \\
\hline
0.00 & 0.9395 & 0.9908 \\
0.00 & 0.9184 & 0.9857 \\
1.73 & 0.9635 & 0.9913 \\
1.92 & 0.9204 & 0.9856 \\
1.96 & 0.8736 & 0.9495 \\
2.25 & 0.9545 & 0.9535 \\
4.23 & 0.9785 & 0.9905 \\
\hline
\end{tabular}
\caption{R\textsuperscript{2} Values for XPS Fits}
\end{table}

2.6 Conclusion

Ellipsometric studies show changes in aluminum films under ultrathin films of magnesium or aluminum fluoride that can be interpreted as oxidation of the aluminum forming an oxide layer on top. XPS measurements in this study confirmed that, in the case of MgF\textsubscript{2} films with thicknesses between 0-6 nm, these changes are due to the slow oxidation of the underlying aluminum film. This is seen both in the increase of the signal from oxygen and in the chemical shift in the Al 2s electron emission peak toward higher binding energy as the surface of the metal oxidizes to Al\textsuperscript{3+}. The extent of oxide growth can be modeled from the relative area of each peak once they are corrected for the attenuation through MgF\textsubscript{2} layer. We discussed the figure of merit used to choose
the fraction of Lorentzian or Gaussian character for fitting the area of Al in the Al₂O₃ and Al peaks, and with this standard we showed that amount of oxidation increases with the logarithmic of time, by plotting the Al₂O₃/Al ratios.

Both XPS and SE allow the growth of the aluminum oxide to be tracked and quantified. Based on graphs of oxidation as a function of time, we produce an empirical formula: oxide thickness = k*\log(t) + b, which fits the measured time-dependent aluminum oxide thickness on aluminum surfaces protected by MgF₂. k is a factor that depends on MgF₂ thickness, and decreases with increasing MgF₂ thickness. Values for k for various thicknesses are presented. These differ only slightly between SE and XPS data. This study also contributes to the use of SE and XPS as analytical techniques generally. In their differing attenuation depths, temperature deposited ultrathin films and indicates that porosity decreases with increasing thickness. We also show that for each SE sample, that because the optical constants of ultrathin metals films depend strongly on deposition conditions and their thickness, the optical constants for Al, as well as the Al and Al₂O₃ thicknesses, they need to be individually fit. Similarly, as another first, we show how dynamic SE data track oxide growth over a period of several hours after the evaporated Al + MgF₂ bilayer is first exposed to the air. In dynamic SE, measurements are made every few seconds.

The SE and techniques developed and presented here may be generally applicable for films protected by thicker fluoride layers and/or enhanced fluorides. Enhanced means films deposited at elevated temperature. These techniques may allow for extrapolation of barrier-layer effectiveness for room-temperature deposited MgF₂ on Al to thicker fluoride films and point the way to producing survey methods for identifying which films might qualify for further study. However, it should be noted that the Al in the films suitable for these ellipsometric studies are a factor of 3-4 times too thin for standard telescope mirrors.
2.7 Figures

Figure 2-1 Representation of the optical stacks prepared and analyzed in this work. The bottom layers up through Layer 3 represent the Si/Si$_3$N$_4$ substrate. Layers 4 and 6 represent the Al and Mg deposited on the substrate. Layer 5 represents the oxidized Al that forms on the Al layer.
Figure 2-2 Measured (apparent) XPS electron attenuation length as a function of MgF₂ thickness as determined by SE. Top curve joins points for samples deposited on room-temperature substrate. Bottom curve joins points for samples deposited at about 500 K.
Figure 2-3 Changes in aluminum oxide thickness as a function of time in minutes for films with five different magnesium fluoride thicknesses. From top to bottom these are zero, 2.59, 2.99, 3.81, and 4.97 nm.
**Figure 2-4** Values of $k$ determined from Equation 2 from data generated from Models 1 (squares and lower curve) and 2 (circles and lower curve) employed in this study.
Figure 2-5 XPS spectra (aluminum x-rays) as binding energies for the aluminum 2S peak. Left-hand curve corresponds to oxidized aluminum. The right-hand curve corresponds to an oxidized aluminum. The top curve is from a sample that was placed in the XPS shortly after it was evaporated. The bottom curve showing considerably more oxidation was made after 725 minutes.
Figure 2-6 Extent of aluminum oxidation as measured by XPS. The ratio of the area of the Al peak in aluminum oxide divided by the area of the aluminum peak from unoxidized aluminum as a function of time on a log graph.
Fig. 2-7. Bare aluminum films and under various thickness of MgF$_2$ overlayers. Cabrera-Mott type plot. $1/\text{thickness}$ vs log (time/ thickness$^2$)
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CHAPTER 3: Semi-Empirical Peak Fitting Guided by Ab Initio Calculations of X-Ray Photoelectron Spectroscopy Narrow Scans of Chemisorbed, Fluorinated Silanes

3.1 Statement of Attribution


3.2 Abstract

Here we address the issue of finding correct CF$_2$/CF$_3$ area ratios from X-ray photoelectron spectroscopy (XPS) C 1s narrow scans of materials containing –CH$_2$CH$_2$(CF$_2$)$_n$CF$_3$, n = 0, 1, 2, …, moieties. For this work, we modified silicon wafers with four different fluorosilanes. The smallest had a trifluoropropyl (n = 0) moiety, followed by nonafluorohexyl (n = 3), tridecafluoro (n = 5), and finally heptadecafluoro (n = 7) moieties. Monolayer deposition of the fluorosilanes was confirmed by spectroscopic ellipsometry (SE), wetting, and XPS. Analysis of the trifluoropropyl (n = 0) surface and a sample of polytetrafluoroethylene provided pure component XPS spectra for –CF$_3$ and –(CF$_2$)$_n$– moieties, respectively. Initial XPS C 1s peak fitting, which was not entirely adequate, followed Literature precedent. Additional insight into the fluorosilane adsorbates and C 1s fits was provided by density functional theory (DFT). By combining DFT results with empirical analyses, we obtained more accurate CF$_2$/CF$_3$ area ratios while maintaining high quality fits. Overall, six different fitting approaches with increasing complexity and/or input from theory were considered.


3.3 Introduction

A useful method for adding hydrophobic functionality to many materials is to coat them with a thin film containing hydrocarbon and/or fluorocarbon moieties, e.g., polymers or small molecules containing the \(-\text{CH}_2\text{CH}_2(\text{CF}_2)_n\text{CF}_3\) group.\textsuperscript{1-4} Such low free energy surfaces (hydrophobic and superhydrophobic)\textsuperscript{2, 5-9} generally exhibit low friction and adhesion and have important applications in, for example, micro/nano electrical mechanical systems (NEMS/MEMS) and self-cleaning surfaces.\textsuperscript{4, 7, 10} Commonly used methods for characterizing these materials, which has often been through multi-technique/multi-instrument analyses,\textsuperscript{11} include X-ray photoelectron spectrometry (XPS), water contact angle goniometry (WCA), Fourier transform infrared spectroscopy (FTIR), atomic force microscopy (AFM), scanning electron microscopy (SEM), spectroscopic ellipsometry (SE), and time-of-flight secondary ion mass spectrometry (ToF-SIMS).\textsuperscript{1, 12} Less common/more exotic methods such as low energy ion scattering (LEIS), and the gamut of advanced methods available at synchrotrons have also been of value here.\textsuperscript{13-16} Each of these techniques provides unique information.

XPS is the most widely employed method for chemically analyzing surfaces, and its use has grown rapidly over the past few decades.\textsuperscript{17-19} XPS owes its success to the fact that it can quantitatively provide: (i) surface concentrations through integration of peaks in survey and narrow scans, (ii) oxidation state information about the elements in a material (often) through peak fitting, and (iii) surface morphologies through analysis of inelastic backgrounds.\textsuperscript{18, 20-22} However, XPS data work-up is often nontrivial. Issues that should be addressed in XPS peak fitting include determining the correct baseline, the functional form of the synthetic peaks, the binding energy (BE) assignments of the fit components, their FWHM values, and their peak area ratios. Good XPS
data analysis relies on operator skill/experience, prior knowledge of the sample, information from other characterization techniques, an understanding of one’s instrument, and literature precedent.\textsuperscript{17, 22, 23}

Peak fitting and model building are central to the scientific enterprise. However, when building a model, there is a tension between including enough parameters to make it a reasonable representation of the underlying physics and chemistry, but not so many that fit parameter correlation\textsuperscript{24} or over fitting of the data (fitting the noise) occurs – an overly large number of fit parameters in a model can easily cause the values assigned to them to become physically meaningless. Thus, model/fit validity can often be improved by reducing the number of fit parameters and/or by better defining or constraining them. Fits with too many parameters can often be identified with uniqueness plots or Monte Carlo analyses.\textsuperscript{24, 25} An additional approach for improving XPS models, i.e., peak fitting, is to obtain additional information about the adsorbed species and/or surface via ab initio (quantum) calculations.\textsuperscript{26} These first principles calculations typically provide predictions of the number of oxidation states/fit components in a peak envelope and their positions (binding energies, BEs).\textsuperscript{27, 28}

Tardio and Cumpson\textsuperscript{29} and Zuilhof et al.\textsuperscript{26} recently noted that core electron BEs can be simply approximated as the ionization energy (E) from the associated core level electron (Eq. 1).

\begin{equation}
\text{BE} = -E
\end{equation}

Recent studies have used ab initio and density functional theory (DFT) methods to guide XPS (and near ambient pressure XPS, NAP-XPS) peak fitting to substantiate experimental data, predict energy shifts, interpret spectra, and study surface states.\textsuperscript{26, 29, 30, 27, 31-34} Rather than calculating the complete BE, a commonly used approximation has been to use a Koopman’s theorem-based approach.\textsuperscript{26} Here, the BE is approximated as the negative of the orbital energy via Hartree-Fock
(HF) calculations, where the orbital relaxation (R) and electron correlation (ΔC) terms are neglected (note that they are not in Eq. 1). While an approximation, this approach is well suited for C 1s XPS data from organic materials.\textsuperscript{26} This method is computationally efficient, and C 1s XPS data can be predicted with 0.3 eV accuracy.\textsuperscript{26} Therefore, a Koopman’s theorem-based approach was used in this study.

In this work, we developed a series of increasingly sophisticated models (Models (a) – (f) (see Table 3-1)) for understanding perfluorocarbon silane adsorption onto surfaces.

**Table 3-1** Descriptions of the models considered in this study.

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of CF(_2) peaks</th>
<th>FWHM Value Constraints</th>
<th>Area Constraints</th>
<th>Input from Ab Initio Calc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>1</td>
<td>None</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>(b)</td>
<td>1</td>
<td>Set to value from standards</td>
<td>None</td>
<td>No</td>
</tr>
<tr>
<td>(c)</td>
<td>1</td>
<td>Set to value from standards</td>
<td>Set to theoretical values</td>
<td>No</td>
</tr>
<tr>
<td>(d)</td>
<td>One for each CF(_2) moiety</td>
<td>Set to value from standards</td>
<td>All peak areas set equal</td>
<td>All peaks constrained to ab initio positions</td>
</tr>
<tr>
<td>(e)</td>
<td>3</td>
<td>Set to value from standards</td>
<td>2 CF(_2) peak areas set equal to the CF(_3) peak area, the other CF(_2) area floated</td>
<td>Constraints on the three CF(_2) BEs</td>
</tr>
<tr>
<td>(f)</td>
<td>One for each CF(_2) moiety</td>
<td>Set to value from standards</td>
<td>All peak areas set equal</td>
<td>All CF(_2) BEs Constrained Relative to Each Other</td>
</tr>
</tbody>
</table>

These models fitted the CF\(_2\)/CF\(_3\) region of the spectra we analyzed. The hydrocarbon regions at lower binding energies, which showed evidence for adventitious carbon, were not considered in this analysis. In our first model, Model (a), the CF\(_2\)/CF\(_3\) envelope was described using two unconstrained peaks: one for the CF\(_2\) moieties and the other for the CF\(_3\) groups, i.e., one peak to describe all the CF\(_2\) moieties. The resulting fits were good, but the slope of the linear fit to the CF\(_2\)/CF\(_3\) ratios from the models vs. the theoretical CF\(_2\)/CF\(_3\) ratios, \(m_{\text{CF}_2/\text{CF}_3}\), was lower than the expected value of unity. To aid in this fitting, we next determined experimental peak widths of the –CF\(_2\)– and –CF\(_3\) groups using pure/model compounds. Based on these peak widths, we developed
two empirical models. The first of these, Model (b), consisted of two peaks (one for the –CF2– moieties), where the FWHM values for these peaks were set to the value obtained from the standards. Unfortunately, $m_{CF_2}/CF_3$ was further from its theoretical value here than it was in Model (a). In Model (c), one peak described the –CF2– moieties, the FWHM values were set to the values obtained from the standards, and the peak areas were set to their theoretical values. Unfortunately, the standard deviation of the residuals (STDRes) of this fit was high. Models (d), (e), and (f) rely on input from ab initio calculations. In Model (d), every CF2 group in each molecule (and the CF3 group) was represented by a separate peak. These peaks had equal areas and their relative positions were obtained from the ab initio calculations. The STDRes values of this fit was also high. In Model (e), the CF2 envelope was fitted with three peaks: one for each of the two CF2 groups that were closest to the CH2CH2 moiety in the silanes (these peaks had the same area as the CF3 peak), and another peak to represent the remaining CF2 groups (its area was not constrained). The STDRes values for these fits were low. This is arguably the best model we developed. In the final model, Model (f), a fit component was included for every fluorinated carbon in the silane (as in Model (d)). However, the positions of the CF3 and group of CF2 peaks were allowed to move independently of each other (the CF2 peak positions were constrained based on the ab initio calculations relative to each other). This fit was also of high quality. However, this fit required knowledge of the structure of the adsorbates. Because of the importance of fluorinated materials and XPS we believe that these results will be relevant to the surface and materials community.
3.4 Experimental

3.4.1 Instrumentation

XPS was performed with a Service Science SSX-100 instrument (maintained by Service Physics, Bend, OR, USA) that employed monochromatic Al Kα X-rays, a hemispherical analyzer, and a take-off angle of 35°. Survey scans were obtained with an X-ray spot size of 800 x 800 μm² with a resolution of 4 (nominal pass energy of 150 eV), with 5 passes, and a step size of 1 eV. High resolution scans were collected over the C 1s regions centered at a BE of 290 eV with an energy window of 30 eV and a step size of 0.0625 eV. The number of scans was 35, and the spot size was 800 x 800 μm² with a resolution of 3 (nominal pass energy of 100 eV). Charge compensation was not employed during this data acquisition. Area ratios were calculated, and peak fitting performed, using the CasaXPS modelling software (Casa Software Ltd., Version 2.3.18PR1.0), where the quality of the fits was determined based on the STDRes values of a given fit. SE was performed with a variable angle spectroscopic ellipsometer (M-2000D, J.A. Woollam, Lincoln, ME, USA, wavelength range: ca. 190-1688 nm). Data were acquired at 75° and subsequently modelled using the CompleteEASE software from the J.A. Woollam Company. Native oxide – terminated silicon and also fluorosilane films on native oxide – terminated silicon were modeled in the same way, i.e., as films of silicon dioxide on silicon using the optical functions for SiO₂ and Si provided in the instrument software (SiO2_JAW and Si_JAW, respectively). This approach is reasonable because of the weak dependence of film thickness on material optical functions for very thin films.³⁰ The thickness of each fluorosilane film was taken as the difference between the thicknesses of the ‘SiO₂’ layers measured before and after the fluorosilane deposition. Water Contact Angle (WCA) Goniometry was performed with a Ramé-Hart (Netcong, NJ) contact angle goniometer (Model 100–00) fitted with a manual syringe.
3.4.2 Deposition of Fluorosilanes

3.4.2.1 Reagents

(3,3,3-Trifluoropropyl)trichlorosilane, CF₃(CH₂)₂SiCl₃, (3,3,4,4,5,5,6,6,6-nonafluorohexyl)trichlorosilane, CF₃(CF₂)₃(CH₂)₂SiCl₃, (tridecafluoro-1,1,2,2-tetrahydrooctyl)trichlorosilane, CF₃(CF₂)₅(CH₂)₂SiCl₃, and (heptadecafluoro-1,1,2,2-tetrahydrodecy1)trichlorosilane, CF₃(CF₂)₇(CH₂)₂SiCl₃, were used as received from Gelest (Morrisville, PA), see Figure 3-1. Millipore Mili-Q 18 MΩ-cm distilled water was used to measure the static (θₛ), advancing (θₐ), and receding (θᵣ) WCAs. Isooctane (2,2,4-trimethylpentane) was used as received from Alfa Aesar/Fisher Scientific (Houston, TX). Sulfuric acid and 30% hydrogen peroxide were obtained from Fisher Chemical (Houston TX) and used as received.

3.4.2.2 Silicon cleaning

Native-oxide terminated pieces of silicon were rinsed with isopropyl alcohol, dried with a jet of nitrogen, rinsed with methanol, dried again with nitrogen, and then cleaned in piranha solution (7:3 H₂SO₄(conc.)/H₂O₂(conc.)) for 2 h at ca. 90 °C. The surfaces were then rinsed with high purity water and stored/immersed for ca. 30 min in high purity water before they were used. Piranha solution is extremely dangerous. It reacts violently with many organic materials. It should be handled with great care and disposed of in accord with institutional and governmental regulations.

3.4.2.3 Fluorosilane deposition

Clean, dry pieces of silicon were immersed in 10 mM solutions of a trichlorofluorosilane in isooctane for 10 min. All depositions were performed under a blanket of an inert gas (N₂). Each deposition was repeated in triplicate.³¹
2.2.4. Analysis of polytetrafluoroethylene by XPS.

A piece of polytetrafluoroethylene was purchased from the BYU Chemistry Department stock room, cleaned with Millipore Mili-Q 18 MΩ-cm distilled water, and blown dry with nitrogen. It was then mounted onto a piece of silicon using double-sided conductive carbon tape, and analyzed by XPS with a fine nickel mesh 0.5 – 1 mm over its surface to help compensate for charging. The instrument flood gun was set at 5 eV during data acquisition, and the BEs of the spectra were corrected to the F 1s signal.

3.4.3 Computational Methodology

Quantum chemical calculations were performed using the Gaussian 09 software. HF/6-31G* geometry optimizations and frequency evaluations were performed on the perflourocarbon silane models with n = 0, 3, 5, and 7 in –CH2CH2(CF2)nCF3 carbon chains. Energies were also evaluated with HF/6-31+G* (which gave nearly identical results to the HF/6-31G*) as well as the M06-2X/6-31G*, and B3LYP/6-31G* which gave nearly identical results to each other. Relative BE differences between different carbon atoms and peak splitting were calculated using core 1s Kohn-Sham and HF orbital energies.

3.5 Results and Discussion

3.5.1 SE and WCAs of Fluorosilane-Modified Surfaces

In this study, we deposited four fluorosilanes (CF3(CH2)2SiCl3, CF3(CF2)3(CH2)2SiCl3, CF3(CF2)5(CH2)2SiCl3, and CF3(CF2)7(CH2)2SiCl3) onto silicon wafers from isooctane solutions. These adsorbates can be described by their –CH2CH2(CF2)nCF3 moieties with n = 0, 3, 5, and 7, respectively. The characterization of the resulting surfaces involved multiple instruments as well
as theoretical and semi-empirical modeling. After preparation, these surfaces were pristine; they had no visible defects. Spectroscopic ellipsometry, SE,\textsuperscript{33-35} showed 1 – 2 nm increases in film thickness after the depositions, where the longest adsorbate (CF\textsubscript{3}(CF\textsubscript{2})\textsubscript{7}(CH\textsubscript{2})\textsubscript{2}SiCl\textsubscript{3}) appeared to produce the thickest film (see Figure 3-2). Note that while the fluorosilane adsorbates used in this study are capable of polymerizing, the rather thin films that were obtained from them suggest approximately monolayer quantities of material. Water contact angle (WCA) goniometry is another rapid and convenient method for probing surfaces.\textsuperscript{36,37} As expected, clean, bare silicon showed very low WCAs (<10°), which suggests that most of the adventitious hydrocarbon on it had been removed. After the fluorosilane depositions, the wetting properties of these surfaces changed dramatically – the advancing water contact angles, θ\textsubscript{a}(H\textsubscript{2}O), rose to ca. 90° for the three-carbon adsorbate and then up to ca. 120° for the longer chain adsorbates (see Figure 3-2). This increase in hydrophobicity with increasing number of carbons in the fluoroalkylsilane adsorbate is consistent with literature results.\textsuperscript{38} As additionally indicated in Figure 3-2, the contact angle hysteresis, θ\textsubscript{a}(H\textsubscript{2}O) – θ\textsubscript{r}(H\textsubscript{2}O), decreased as the number of carbons in the adsorbate increased.

3.5.2 Initial XPS Analysis

XPS survey and accompanying narrow scans were collected from the fluorosilane modified surfaces prepared in this study. The survey spectra\textsuperscript{39} of all of the surfaces were quite similar – they contained O Auger, F Auger, F 1s, O 1s, C 1s, Si 2s, and Si 2p signals (see Figure 3-3). The split C 1s signal in Figure 3 is consistent with different chemical states for carbon. In the C 1s narrow scans (see Figure 3-4), there were two obvious features that correlated with the structures of the silane adsorbates. The first is the increase in intensity of the CF\textsubscript{2}/CF\textsubscript{3} peaks (the portion of the peak envelope above ca. 289 eV, which we will refer to as the CF\textsubscript{2}/CF\textsubscript{3} C 1s envelope) compared to the
hydrocarbon region of the spectrum (the portion of the peak envelope below ca. 289 eV) with increasing number of fluorinated carbons in the adsorbate. The second is the increase in the CF$_2$ signal (at ca. 291.5 eV) relative to the CF$_3$ signal (at ca. 293.8 eV) with increasing fluorocarbon chain length.$^5, 12, 40, 41$ In Figure 3-4, the goodness of each fit is indicated by the STDRes value and the residuals to the fits.

3.5.3 C 1s Narrow Scan Analysis

3.5.3.1 Unconstrained model

Our first C1s narrow scan analysis (Model (a), see Table 3-1) was performed using two peaks to model the CF$_2$ and CF$_3$ signals in which these two fit components were unrestrained, i.e., their positions and FWHM values floated. The resulting fits were quite good (Figure 3-4a) with STDRes values of 0.90 ± 0.04 (average and standard deviation from six different narrow scans). However, the slope of the plot of the CF$_2$/CF$_3$ ratio from the fits vs. the theoretical CF$_2$/CF$_3$ ratio, $m_{CF_2/CF_3}$, was lower than the expected value of unity: 0.71 ± 0.05, and the y-intercept was too high (see Table 3-2). Note that in this and all subsequent fits, the hydrocarbon portion of the C 1s envelopes were fit with two or three unconstrained peaks – only purpose of these peaks was to match the hydrocarbon envelope – they do not have any theoretical significance.

Table 3-2 Results from fits to straight lines ($y = mx + b$) of the CF$_2$/CF$_3$ ratios obtained from our peak fitting vs. the theoretical CF$_2$/CF$_3$ ratios. When the CF$_2$/CF$_3$ ratios were constrained to their theoretical values, $m_{CF_2/CF_3} = 1$ and the y-intercept is zero.

<table>
<thead>
<tr>
<th>Model*</th>
<th>Slope ($m_{CF_2/CF_3}$)</th>
<th>y-intercept</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.71 ± 0.05</td>
<td>0.14 ± 0.22</td>
<td>0.9913</td>
</tr>
<tr>
<td>(b)</td>
<td>0.65 ± 0.05</td>
<td>0.18 ± 0.25</td>
<td>0.9860</td>
</tr>
<tr>
<td>(c)</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(d)</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
<tr>
<td>(e)</td>
<td>0.91 ± 0.01</td>
<td>-0.03 ± 0.04</td>
<td>0.9998</td>
</tr>
<tr>
<td>(f)</td>
<td>1.000</td>
<td>0.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

*As depicted in Figure 3-4.
Finally, with regards to these fits and those discussed below, different synthetic peaks (Gaussian-Lorentzian sum, GLS, and product functions, GLP) with different degrees of Lorentzian character were considered. The GLP functions did not describe the peak envelopes as well as the GLS functions. Best fits were generally obtained with SGL peaks with 20 – 30% Lorentzian character. Accordingly, all the peak fitting in this study was performed with SGL peaks with 25% Lorentzian character.

### 3.5.3.2 Determination of pure component peak widths

The width/FWHM value of a synthetic peak component plays an important role in XPS peak fitting. Because there is no –CF₂– signal to overlap with it, the CF₃(CH₂)₂SiCl₃ thin film shows an isolated peak for the –CF₃ moiety. It had a width of 1.76 ± 0 eV (data from two different samples). PTFE was used as a pure material to determine/estimate the width of its –CF₂– peak, which was 1.785 ± 0.5 eV (data from two different samples). Based on these results, we used a FWHM value of 1.77 eV for all the fit components (synthetic peaks) in this study. This value is in reasonable agreement with the FWHM value of 1.60 eV used by Ewen and co-workers in their XPS analysis of poly(perfluoroalkyl methacrylate) films, and the FWHM values of 1.79, 1.61, and 1.78 eV used by Sakai and co-workers for their CF, CF₂, and CF₃ fit components, respectively, in their XPS analysis of fluorinated, plasma enhanced chemical vapor deposition films.

### 3.5.3.3 Two-peak models with constrained peak widths

The next two attempts to model the fluorocarbon portion of the C 1s envelopes of surfaces modified with CF₃(CF₂)₃(CH₂)₂SiCl₃, CF₃(CF₂)₅(CH₂)₂SiCl₃, and CF₃(CF₂)₇(CH₂)₂SiCl₃ were with two fit components that were again assumed to correspond to –CF₂– and –CF₃ moieties. The
first of these attempts (see Figure 3-4b and Model (b) in Table 3-1) gave these peaks equal FWHM values of 1.77 eV (see Section 3.3.1), which were otherwise unconstrained in position and area. This approach yielded good fits to the C 1s envelopes with STDRes values of 0.95 ± 0, 1.23 ± 0.04, and 1.25 ± 0.01, for the adsorbates with n = 3, 5, and 7 in –CH2CH2(CF2)nCF3, respectively. However, m_{CF2/CF3} was again lower than expected: 0.65 ± 0.05, and the y-intercept was too high (see Figure 3-5 and Table 3-2).

In the second attempt with two synthetic fit components (see Figure 3-4c and Model (c) in Table 3-1), the area ratios of the –CF2– and –CF3 fit components were set to their theoretical values so that only their positions were allowed to vary. The resulting STDRes values rose to 1.41 ± 0.04, 1.85 ± 0.05, and 2.10 ± 0.09, respectively. That is, the first of these empirical models offers a good fit, but a low value of m_{CF2/CF3}, while the second model offers a perfect value of m_{CF2/CF3}, by constraint, but a lower quality fit. It was a goal of this study to obtain both good –CF2– to –CF3 ratios (m_{CF2/CF3} values) and good fits.

3.5.3.4 Calculations

To gain insight into the fitting of our CF2/CF3 C 1s envelopes, we performed DFT calculations on the three longer-chain silanes (n = 0, 3, 5, and 7 in –CH2CH2(CF2)nCF3). (Figure 3-6) Table 3-3 shows the resulting C 1s binding energies relative to the CF3 C 1s binding energies in the molecules. These values are the negative values of the ab initio 1s orbital energies.
Table 3-3 Relative C 1s binding energies (top) obtained from ab initio calculations of CF3(CF2)3(CH2)2SiCl3 (6 carbons), CF3(CF2)5(CH2)2SiCl3 (8 carbons) and CF3(CF2)7(CH2)2SiCl3 (10 carbons) referenced to the CF3 C 1s binding energy in each molecule (set at 0 eV), and differences between the binding energies of adjacent carbon atoms (bottom). The CF3 C 1s binding energies from the calculations were 314.24, 314.23, and 314.32 eV, respectively.

<table>
<thead>
<tr>
<th>Carbons</th>
<th>CH2(1)</th>
<th>CH2(2)</th>
<th>CF2(1)</th>
<th>CF2(2)</th>
<th>CF2(3)</th>
<th>CF2(4)</th>
<th>CF2(5)</th>
<th>CF2(6)</th>
<th>CF2(end)</th>
<th>CF3</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-8.13</td>
<td>-7.80</td>
<td>-2.67</td>
<td>-2.12</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-1.91</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-8.73</td>
<td>-7.80</td>
<td>-2.85</td>
<td>-2.20</td>
<td>-1.90</td>
<td>-1.78</td>
<td>N/A</td>
<td>N/A</td>
<td>-1.76</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>-8.75</td>
<td>-7.89</td>
<td>-2.93</td>
<td>-2.29</td>
<td>-1.98</td>
<td>-1.82</td>
<td>-1.73</td>
<td>-1.69</td>
<td>-1.75</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Differences between adjacent carbons

<table>
<thead>
<tr>
<th>Carbons</th>
<th>CH2(1)</th>
<th>CH2(2)</th>
<th>CF2(1)</th>
<th>CF2(2)</th>
<th>CF2(3)</th>
<th>CF2(4)</th>
<th>CF2(5)</th>
<th>CF2(6)</th>
<th>CF2(end)</th>
<th>CF3</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>-0.33</td>
<td>-5.12</td>
<td>-0.56</td>
<td>-0.21</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>-1.91</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>-0.93</td>
<td>-4.95</td>
<td>-0.64</td>
<td>-0.30</td>
<td>-0.12</td>
<td>-0.02</td>
<td>N/A</td>
<td>N/A</td>
<td>-1.76</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>-0.86</td>
<td>-4.96</td>
<td>-0.65</td>
<td>-0.31</td>
<td>-0.15</td>
<td>-0.09</td>
<td>-0.05</td>
<td>0.06</td>
<td>-1.75</td>
<td>0.00</td>
</tr>
</tbody>
</table>

They reveal that the binding energies of the CF2 carbons are not constant in these adsorbates. Indeed, the spread in C 1s CF2 binding energies (highest CF2 binding energy minus lowest CF2 binding energy) for the n = 3, 5, and 7 adsorbates is 0.76, 1.09, and 1.18 eV, respectively. These results suggest that the two-peak fits considered in Section 3.3.2 are oversimplifications and that an exploration of more complex models is justified. Table 3-3 lists the differences between the C 1s ab initio BEs of the adjacent carbons in the three adsorbates. These values show that the C 1s BEs of the first two CF2 groups after the CH2 group, i.e., –CH2CF2CF2… and –CH2CF2CF2…, are the most different among the CF2 groups, which otherwise have quite similar binding energies.

We used these calculations to predict the CF2/CF3 C 1s envelopes of our silane adsorbates (Model (d) in Table 3-1). This was done by creating a synthetic fit component for each CF2 and CF3 entity in a given adsorbate and fixing the relative positions of these peaks to those obtained in the first principle calculations. These peaks were constrained (i) to have the same widths, where this single width was an adjustable parameter in the fits, and (ii) to shift in BE as a group, i.e., the entire group of peaks could move to obtain the best fit, but their relative positions were constrained to the values obtained from the ab initio calculations. Figure 3-4d shows that the resulting fits for
the n = 3, 5, and 7 adsorbates were only moderately good, i.e., they showed STDRes values of 1.48 ± 0.17, 1.84 ± 0.01, and 2.19 ± 0.11, respectively. We previously reported the use of DFT calculations to predict an XPS narrow scans.48 Like the fits here, these previous results were only moderately successful.

While HF/6-31G* ab initio calculations provided insight into our XPS narrow scans, they were unable to fully predict the experimental fluorocarbon envelopes. Accordingly, to improve these results, we performed the same calculations with additional levels of theory (HF/6-31+G**, M06-2X DFT, and B3LYP/6-31G*). Unfortunately, the results from these methods were nearly identical to our original results. For example, for all of these methods, the BE differences between the CF3 and CF2 carbons were too small.

3.5.3.5 Semiempirical Model with Input from the DFT Calculations

The results from the previous section suggested that while our ab initio calculations may not be able to fully predict our C 1s narrow scans, they do provide some valuable insight into them. Accordingly, we considered two semiempirical methods for fitting our fluorocarbon C 1s envelopes.

In our first semiempirical fit (Model (e) in Table 3-1), we modeled the CF2 region with three synthetic peaks that had relative positions predicted by theory, i.e., for each adsorbate their positions were fixed to those of the lowest energy CF2 peak (–CH2CF2CF2…), the next lowest energy CF2 peak (–CH2CF2CF2…), and the average BE of the remaining CF2 peaks. The two lower energy CF2 peaks and the CF3 peak were constrained to have the same areas. However, the area of the highest energy CF2 peak was allowed to float. The resulting fits for the 6, 8, and 10 carbon adsorbates showed quite good STDRes values of 0.86 ± 0.01, 1.10 ± 0.08, and 1.49 ± 0.03,
respectively (Figure 3-4e), its $m_{CF_2/CF_3}$ value was 0.91 ± 0.01, and its y-intercept is quite close to zero (see Figure 3-5 and Table 3-2). This approach, which has an $R^2$ value of 0.9998, is arguably the best model considered here.

Our second semiempirical fit (Model (f) in Table 3-1) was quite similar to the fit based solely on the ab initio calculations (Model (d) in Table 3-1). Here, we created separate synthetic peaks of equal area and width for each CF$_2$ carbon in each adsorbate with relative positions dictated by the ab initio calculations (see Figure 3-4f). A peak with the same area and width was also used to account for the CF$_3$ signal in the CF$_2$/CF$_3$ C 1s envelopes. However, the position of the CF$_3$ fit component was allowed to vary relative to the CF$_2$ synthetic peaks – the positions of the CF$_2$ peaks were decoupled from the position of the CF$_3$ peak. The only other fit parameter in this model was the peak areas of the peaks, which were the same. By definition, this fit offers an ideal $m_{CF_2/CF_3}$ value of unity. In addition, it results in quite low STDRes values of 1.05 ± 0.02, 1.21 ± 0.02, and 1.52 ± 0.02 for the n = 0, 3, 5, and 7 (–CH$_2$CH$_2$(CF$_2$)$_n$CF$_3$) adsorbates.

### 3.5.3.6 Comparison to Literature Results

In addition to the results from this study, Figure 3-5 shows CF$_2$/CF$_3$ ratios obtained from previously reported XPS analysis of materials containing –CH$_2$CH$_2$(CF$_2$)$_n$CF$_3$, n = 0, 1, 2, ..., moieties. Unfortunately, these prior results are a little difficult to compare to ours because the previous authors did not report the synthetic peak shape they used in their fitting, and Tsibouklis et al. were the only ones that reported a FWHM value (1.60 eV) for their fit components. Keeping that uncertainty in mind, we can, however, conclude that Tsibouklis et al. (open green diamonds in Figure 3-5) did a rather good job of obtaining good CF$_2$/CF$_3$ ratios from their data. The ratios obtained by Zuo et al. (open, light blue, down triangles in Figure 3-5) were also fairly close to the
theoretical ratios. However, their results seemed to diverge from the expected values with an increasing number of CF₂ units. Hozumi et al. reported only two values (open, orange pentagons in Figure 3-5), which differed to a fairly significant extent from the theoretical ratios.

3.6 Conclusion

In this work, we have studied the CF₂/CF₃ C 1s envelopes of four fluorosilane adsorbates: CF₃(CH₂)₂SiCl₃, CF₃(CF₂)₃(CH₂)₂SiCl₃, CF₃(CF₂)₅(CH₂)₂SiCl₃, and CF₃(CF₂)₇(CH₂)₂SiCl₃. Starting with a completely unconstrained model, we built increasing complex and/or informed models that yielded better fits, i.e., lower STDRes values, $m_{CF_2/CF_3}$ values closer to unity, y-intercepts approaching 0, and R² values approaching 1. Our best fits were semiempirical models that drew on conventional approaches for XPS narrow scan analysis and ab initio calculations.
3.7 Figures

Figure 3-1  Trichlorosilanes used to make standards (a) (3,3,3-trifluoropropyl)trichlorosilane (b) 3,3,4,4,5,5,6,6,6-Nonafluorohexyltrichlorosilane (c) (Tridecafluoro-1,1,2,2-tetrahydrooctyl)trichlorosilane (d) (Heptadecafluoro-1,1,2,2-tetrahydrodecyl)trichlorosilane
Figure 3-2 Top. Advancing, static, and receding water contact angles ($\theta_a$, $\theta_s$, and $\theta_r$, respectively) of films of CF$_3$(CH$_2$)$_2$SiCl$_3$ (3 carbons), CF$_3$(CF$_2$)$_2$(CH$_2$)$_2$SiCl$_3$ (6 carbons), CF$_3$(CF$_2$)$_3$(CH$_2$)$_2$SiCl$_3$ (8 carbons), and CF$_3$(CF$_2$)$_4$(CH$_2$)$_2$SiCl$_3$ (10 carbons), and pictures of representative droplets. The errors in these measurements are approximately the sizes of the symbols in the plot. Bottom. Ellipsometric thickness measurements.
Figure 3-3 Representative XPS survey scan of a piece of silicon modified with CF₃(CF₂)₅(CH₂)₂SiCl₃.
Figure 3-4 Results of peak fitting in this work. (a) Simple two-peak model with no constraints. (b) Simple two-peak model with FWHM values fixed and equal. (c) Simple two-peak model with FWHM values and areas fixed. (d) Fit based entirely on ab initio calculations, i.e., constrained BE values, and FWHM values fixed. (e) Semi-empirical model with three CF$_2$ components with BE values constrained by the ab initio calculations. (f) Semi-empirical model with all CF$_2$ peaks constrained by ab initio calculations and all FWHM values constrained, but CF$_2$ peaks able to float independent of the CF$_3$ fit component.
Figure 3-5 Plot of the CF$_2$/CF$_3$ ratio from two of the fits in this work: the simple two-peak model with FWHM values fixed (solid, blue squares), and first semi-empirical model (solid, red circles) vs. the theoretical CF$_2$/CF$_3$ ratio. Also shown are results from Tsibouklis et al. (open, green diamonds),$^{52}$ Zuo et al. (open, light blue, down triangles),$^{43}$ and Hozumi et al. (open, orange pentagons).$^{45}$
Figure 3-6 Image of the S orbitals mapped onto the 8 carbon perfluorosilane. Each orbital has a corresponding HF energy associated with it. The difference in these energies is calculated in accordance with Koopman's theorem.
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CHAPTER 4: Optical Constants of SiO₂ from 196 – 1688 nm (0.735 - 6.33 eV) from 20, 40, and 60 nm Films of Reactively Sputtered SiO₂ on Eagle XG® Glass by Spectroscopic Ellipsometry

4.1 Statement of Attribution

This document was originally published as Johnson, B. I., et al. (2017). "Optical constants of SiO₂ from 196 to 1688 nm (0.735–6.33 eV) from 20, 40, and 60 nm films of reactively sputtered SiO₂ on Eagle XG® glass by spectroscopic ellipsometry." Surface Science Spectra 24(2): 026002.

4.2 Abstract

Three thicknesses of reactively sputtered SiO₂, nominally 20, 40, and 60 nm, deposited on Eagle XG® (EXG), an important display glass, were analyzed by spectroscopic ellipsometry (SE). Reflection ellipsometry data from the samples were analyzed from 196 nm to 1688 nm at angles of 55° to 60°, inclusive, in 1° increments. These angles were chosen because they bracket the Brewster angles of both EXG glass and the SiO₂. The backsides of two sets of samples were roughened to suppress backside reflections from the substrates. One set was roughened by sand blasting and the other with a hand-held rotary tool with a stone attachment. These two sets of samples yielded nine data sets collected from nine different samples (three for each nominal thickness of SiO₂), each at six different angles of incidence. The optical constants for each thickness of SiO₂ (for both sets) was determined and contrasted to previously reported values. A set of constants was also obtained for all the films (the material in general) via a multi-sample analysis (MSA). The optical constants of the SiO₂ films were modeled using two poles with transparency assumed over the entire spectral range (a Sellmeier model). A Bruggeman effective
medium approximation (BEMA) roughness layer was included in the model, which assumed 50/50 volume fractions of the modeled SiO₂ optical constants and void. The fit did not substantially improve when an interface layer between the Eagle XG® and the sputtered film was included, so it was omitted. Three sets of previously reported optical constants for the substrate over two wavelength ranges were considered in the modeling. The thin SiO₂ films analyzed herein have very similar optical properties to those of their EXG substrate this is a challenging analytical problem involving a transparent film on a transparent substrate. Accordingly, analysis of multiple samples, an MSA that included multiple film thicknesses analyzed at multiple angles, and an exploration of multiple modeling approaches helped ensure that the optical constants reported herein are accurate and the modeling robust. These measures helped avoid correlation between the optical constants, the layer thicknesses, and the thicknesses of the BEMA layers. Atomic force microscopy (AFM) roughness measurements were made on the SiO₂ films and compared to the roughness values obtained by spectroscopic ellipsometry. In summary, we provide the optical constants and some accompanying physical characterization of sputtered 20 – 60 nm SiO₂ films from 196 – 1688 nm on Eagle XG glass through an analysis that is challenging due to the similarities of the optical functions of the film and the substrate.

4.3 Introduction

Silicon dioxide (and silicon) are extremely important inorganic thin film materials. As such, they have been extensively studied and characterized in various states.¹⁻¹⁰ They have numerous applications, including in energy storage, microelectronics, semiconductor devices, multilayer optical coatings and microelectromechanical systems (MEMS).¹¹⁻¹⁵ The surface of SiO₂ can be modified using a variety of reagents, including silanes.¹⁶⁻¹⁹ This allows it to be tailored for
specific applications, such as enhanced adhesion, superhydrophobicity (if the surface is appropriately rough), self-cleaning, chemical sensing, and chemical separations. Silica can be deposited through a variety of methods, including plasma enhanced chemical vapor deposition (PECVD), low pressure chemical vapor deposition (LPCVD), e-beam evaporation, atomic layer deposition (ALD), sol-gel deposition, and sputtering. SiO$_2$ films are also routinely prepared on silicon wafers via thermal oxidation. And while each of these methods deposits silicon dioxide, the optical and mechanical properties of these films may vary somewhat depending on the deposition method used. For example, in one study, presumably undertaken at 632.8 nm, the refractive index for reactively sputtered SiO$_2$ on glass varied from 1.453 – 1.460. In another, which was performed at 632.8 nm, PECVD of SiO$_2$ resulted in a refractive index of 1.461 – 1.489. Variations in film properties may also result from inhomogeneities in material density, morphology, and stoichiometry as a function of depth and/or lateral position on a surface. Stress can play a role in distorting the amorphous network, which can change the optical properties of the film and/or substrate, sometimes inducing birefringence. Impurities in the sputter target and/or from the chamber may influence the optical properties of the films as well. Other factors that influence thin film properties include deposition temperature, deposition rate, the chemical environment during deposition, and the energy with which deposited particles impinge on a substrate. Because of these variations, it is important to have optical constants specific to the deposition method for characterization of similar films and/or as a starting point for modeling.

In this study, SE was used to characterize reactively sputtered SiO$_2$ films with nominal thicknesses of 20, 40 and 60 nm deposited using a proprietary method on Eagle XG® glass substrates. (Figure 4-1) We previously reported the optical constants of Eagle XG® from 230 – 1688 nm, and from 196 – 1688 nm, where three sets of optical constants were obtained with
these approaches. The uncoated backsides of the Eagle XG® substrates were mechanically roughened by sand blasting to suppress unwanted (incoherent) reflections. Samples were air plasma cleaned in a Harrick PDC-32G plasma cleaner (1 min, 18 W) immediately prior to ellipsometric analysis to remove organic contamination that would interfere with the measurement. Measurements, and subsequent modeling, were in reflection mode from 196 nm to 1688 nm. Ellipsometric data were obtained from 55° to 60° in 1° increments and the reflection at each angle was measured for 10 s. These angles bracket the Brewster angle of the glass substrate and the SiO2 films. Samples were evaluated individually and via an MSA in which data from samples with different film thicknesses were fit simultaneously. In the MSA, the optical constants of the sputtered SiO2 films were taken to be the same between samples. Data from nine samples (three of each nominal thickness) were simultaneously fit in the MSA. Refractive indices were modeled using two poles (Sellmeier model). These poles are unbroadened oscillators and have an impact on the refractive index, but not the extinction coefficient, of a material. The films were assumed to be transparent over the entire wavelength range considered. As such, no oscillators were included to model absorbing features. The goodness of fit we achieved, as evidenced by low mean square error (MSE) values, suggests that this approach is reasonable. The overall model also included a Bruggeman effective medium approximation (BEMA) roughness layer, consisting of 50% volume fractions of SiO2 and void. BEMA layers are often used to model interfaces by assuming that the optical constants of the interface, e.g., roughness layer, consist of a mixture of the optical constants of the materials on either side of it. In one model, the thickness of this roughness layer was set to the value obtained by atomic force microscopy (AFM). We also considered an interface layer between the sputtered film and the substrate. It did not significantly
improve the fit so it was omitted, i.e., we maintained as much simplicity as possible in the modeling.

There are several approaches for modeling the optical constants of transparent materials. The simplest would be to assume no dispersion at all, i.e., \( n \) constant.\(^{49}\) A somewhat more sophisticated approach is the Cauchy dispersion relationship (see Equation 1).

\[
(1) \quad n(\lambda) = A + \frac{B}{\lambda^2} + \frac{C}{\lambda^4}
\]

This relationship works well for a wide variety of transparent materials. However, it does not have a strong physical basis, it is an empirical model, and it only applies over a limited spectral range. Another disadvantage to using the Cauchy model is that it predicts an asymptotically constant index of refraction at longer wavelengths. Real materials have IR absorptions and exhibit a decrease in refractive index at longer wavelengths.

Curve fitting tools such as point-by-point and spline fits are other useful methods for obtaining optical constants. However, point-by-point fitting is not generally Kramers-Kronig (K-K) consistent, often giving abrupt changes in \( n \) and \( k \) as the fit responds to noise in the measurement, which is unphysical. Under a limited set of circumstances, spline fitting can produce K-K consistent results.\(^{50}\) However, the positions of the spline nodes must be fit at regular energy intervals. Accordingly, spline fit tables generally have more fit parameters than dispersion relationships and oscillator models.

The pole-pole (Sellmeier) model (vide infra) has a theoretical basis and describes the optical constants of materials over their full transparent wavelength range. Indeed, the pole-pole model is a simple approach that gives K-K consistent results over a material’s entire transparent range using only 3 – 4 fit parameters. Unlike the Cauchy model, the pole-pole model can account
for decreasing $n$ at longer wavelengths. Accordingly, we modeled the optical constants of SiO$_2$ with a pole-pole model. One advantage of using this (and other) dispersion relationships is that they can be easily adapted to films with slightly different optical constants by making small adjustments to the model. Clearly this is not possible for optical constants obtained using point-by-point or spline fits.

Our analysis revealed that our sputtered SiO$_2$ layer has almost exactly the same optical constants as the thermal oxide (SiO$_2$) reported by Herzinger and coworkers.$^5$ For example, Herzinger reported $n = 1.4655$ at 546.1 nm.$^5$ By comparison, indices of refraction for other forms of SiO$_2$ have been reported around this wavelength as 1.55-1.56 for quartz, and 1.74 for native oxide.$^{51}$

### 4.4 Experimental

SiO$_2$ films were reactively sputtered on Eagle XG® substrates (0.5 mm thick) in an atmosphere containing oxygen and had nominal thicknesses of 20, 40, and 60 nm. The backsides of the substrates were roughened to a matte finish by sand blasting, which effectively gave the substrates an infinite thickness. The fronts of the samples were masked off during this process to protect them from particulate contamination, i.e., they were placed face down in a watch glass and taped to the watch glass along their edges. After sand blasting, the exposed parts of the samples were exhaustively washed with methanol. Immediately prior to analysis, adventitious hydrocarbon was removed from the sample/analysis surfaces with an air plasma (Harrick Plasma Cleaner (PDC-32G), 1 min, 18 W). SE was performed with a variable angle spectroscopic ellipsometer (M-2000D, J.A. Woollam, Lincoln, ME, USA, wavelength range: ca. 190-1688 nm). Data were acquired at the following measurement Angle(s) of incidence: $55^\circ$, $56^\circ$, $57^\circ$, $58^\circ$, $59^\circ$, $60^\circ$ and
subsequently modelled using the CompleteEASE software from the J.A. Woollam Company. The bottom layer was the substrate, which consisted of Eagle XG® glass. The second layer was a BEMA interface layer between the substrate and the sputtered SiO₂. The next layer was the SiO₂ film, which was modeled using a pole-pole approach (Sellmeier). The final layer was a BEMA roughness layer consisting of 50% volume fractions of SiO₂ (same optical constants as the SiO₂ film) and void. During modelling, little to no change occurred in the MSE when the BEMA interfacial layer between the substrate and SiO₂ was removed. Accordingly, it was excluded from the model. Table 4-1 below shows the methods used to model the sputtered SiO₂.

4.5 Results and Discussion

Refractive indices/dispersion relationships for SiO₂ were obtained by an MSA of all the

<table>
<thead>
<tr>
<th>Approach Number</th>
<th>Substrate</th>
<th>SiO₂ Layer</th>
<th>BEMA Layer</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Optical Constants Used</td>
<td>Model Used</td>
<td>Wavelength Range</td>
<td>Thickness</td>
</tr>
<tr>
<td>1</td>
<td>Tauc-Lorentz, 1 Gaussian, and 2 poles as reported by Cushman et al. Model based on reflection and transmission data from 500 µm thick EXG.</td>
<td>Sellmeier (pole-pole)</td>
<td>230-1688 nm</td>
<td>Floated 1.127</td>
</tr>
<tr>
<td>2</td>
<td>Sellmeier, as reported by Cushman et al. Model based on reflection data only.</td>
<td>Sellmeier (pole-pole)</td>
<td>196-1688 nm</td>
<td>Floated 0.992</td>
</tr>
<tr>
<td>3</td>
<td>Tauc-Lorentz, 3 Gaussians, and 1 pole as reported by Cushman et al. Model based on reflection and transmission data from 100 and 200 µm thick EXG. Amplitudes of the Tauc-Lorentz, 3 Gaussians, and pole floated.</td>
<td>Sellmeier (pole-pole)</td>
<td>196-1688 nm</td>
<td>Floated 1.804</td>
</tr>
<tr>
<td>4</td>
<td>Same as Approach 3</td>
<td>Sellmeier (pole-pole)</td>
<td>196-1688 nm</td>
<td>Fixed to AFM Values 3.918</td>
</tr>
</tbody>
</table>
samples (see Figure 4-2) using the four different approaches listed in Table 4-1. Figure 4-2 shows three sets of optical constants that are very close together. These were obtained with SiO$_2$ and BEMA thickness layers that were allowed to vary (float). Clearly the optical constants of the substrate used here have a rather minor influence on the optical constants obtained for the SiO$_2$ layers. For example, Approach 2 consisted exclusively of a Sellmeier model for the substrate, while Approach 3 accounted for absorptions in it. The outlying dispersion relationship for SiO$_2$ in Figure 4-1 was obtained via Approach 4 by fixing the thickness of the BEMA roughness layer to the value obtained by AFM. The average percent differences between these sets of optical constants are given in Table 4-2, where the percent difference at each wavelength was calculated using Equation 2:

\[
\text{Percent Difference}_{A,B} = \frac{100}{i} \times \Sigma_i \left( \frac{|n_{A,i} - n_{B,i}|}{\text{Average}(n_{A,i}, n_{B,i})} \right).
\]

<table>
<thead>
<tr>
<th>Approaches compared</th>
<th>1-2</th>
<th>1-3</th>
<th>2-3</th>
<th>3-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Average Percent Difference in Optical Constants</td>
<td>0.03%</td>
<td>0.08%</td>
<td>0.09%</td>
<td>0.89%</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.02%</td>
<td>0.04%</td>
<td>0.02%</td>
<td>0.24%</td>
</tr>
</tbody>
</table>

Here, $n_{A,i}$ and $n_{B,i}$ are the refractive indices obtained by two given approaches, e.g., A and B, at a specific wavelength, $i$. As expected, Table 4-2 shows that Approaches 1 – 3 give essentially the same results, while those from Approach 4 differ from the others. The AFM and SE roughnesses obtained for the films are somewhat different (Tables 4-3 and 4-4), which probably accounts for the less adequate fit obtained by Approach 4. These differences in roughness may be explained by
the fact that density gradients have been reported in sputtered thin films.\textsuperscript{55-58} That is, AFM is a physical measurement,\textsuperscript{59-62} whereas SE has the ability to penetrate into areas that an AFM tip cannot go. Thus, if the lower levels of a film are more compact, differences between AFM and ellipsometry roughness values would not be unexpected. However, perhaps a better explanation for these phenomena is to invoke the observation that while ellipsometric and AFM roughnesses for a given material are generally fairly similar, it is also common for them to differ somewhat from each other.\textsuperscript{63} Ultimately, because of its lower MSE, Approach 2 was selected to obtain the optical constants of the material. The fit parameters obtained by fitting Approaches 1 - 4 in Table 4-1 are shown in Table 4-3. Here, in all cases, the ellipsometric thicknesses of the SiO\textsubscript{2} films are reasonably close to the nominal thickness values. Also in Table 4-3, the results from Approaches 1 – 3 are in reasonably good agreement, while those from Approach 4 may differ somewhat, e.g., note the $A_{UV}$ Pole Amp. values as well as the thicknesses of the 40 and 60 nm films.

The dispersion relationships obtained from the MSA correspond to average sets of optical constants for the 20 nm, 40 nm and 60 nm SiO\textsubscript{2} films, where the use of an MSA removes possible correlation between the roughness and thickness fit parameters. Correlation between thickness and roughness was apparent when the data from the 20 nm samples were fit alone, as the analysis yielded negative roughness values. However, the individual analyses of the 40 and 60 nm films gave reasonable (non-negative) roughness values, presumably because the films are becoming thick enough to begin to introduce an interference pattern into the data, which increases the amount of information it holds as a function of angle. Accordingly, to further explore whether the MSA approach provided any benefit, subsets of the spectra were analyzed using MSAs for each group of the different film thickness, i.e., groups of the 20 nm, 40 nm, or 60 nm data. Here, the roughness values for the 20 nm SiO\textsubscript{2} films were fixed to the values obtained for them from the MSA analysis.
of all of the films. The subsets of the samples were analyzed by MSA using Approaches 1 – 3 in Table 4-1. These results were then compared to those from the comprehensive MSA analysis (see Figure 4-3). The results from Approach 1 (Figure 4-3a) showed very good agreement between the 20 nm, 60 nm, and comprehensive MSA analyses, and reasonable agreement between all the

Table 4-3 Sellmeier parameters, film thicknesses, film roughnesses, and MSE values for the four fitting approaches in Table 4-1 from an MSA analysis of all the samples.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Approach 1</th>
<th>Approach 2</th>
<th>Approach 3</th>
<th>Approach 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value</td>
<td>Error</td>
<td>Value</td>
<td>Error</td>
</tr>
<tr>
<td>A_{uv} Pole Amp.</td>
<td>211.39</td>
<td>± 0.25</td>
<td>202.13</td>
<td>± 0.12</td>
</tr>
<tr>
<td>E_{uv} Pole En.</td>
<td>13.728 eV</td>
<td>± 0.074 eV</td>
<td>13.447 eV</td>
<td>± 0.0034 eV</td>
</tr>
<tr>
<td>A_{uv} Pole Amp.</td>
<td>0.0194</td>
<td>± 0.00014</td>
<td>0.0159</td>
<td>± 0.0001</td>
</tr>
<tr>
<td>Thickness #1 (20 nm)</td>
<td>17.12 nm</td>
<td>±0.036 nm</td>
<td>17.2 nm</td>
<td>±0.023 nm</td>
</tr>
<tr>
<td>Thickness #2 (40 nm)</td>
<td>37.85 nm</td>
<td>±0.024 nm</td>
<td>38.06 nm</td>
<td>±0.017 nm</td>
</tr>
<tr>
<td>Thickness #3 (60 nm)</td>
<td>59.74 nm</td>
<td>±0.034 nm</td>
<td>60.01 nm</td>
<td>±0.020 nm</td>
</tr>
<tr>
<td>Roughness #1 (20 nm)</td>
<td>2.26 nm</td>
<td>±0.012 nm</td>
<td>2.34 nm</td>
<td>±0.008 nm</td>
</tr>
<tr>
<td>Roughness #2 (40 nm)</td>
<td>3.19 nm</td>
<td>±0.009 nm</td>
<td>3.22 nm</td>
<td>±0.006 nm</td>
</tr>
<tr>
<td>Roughness #3 (60 nm)</td>
<td>3.82 nm</td>
<td>±0.012 nm</td>
<td>3.98 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>MSE</td>
<td>1.127</td>
<td>0.992</td>
<td>1.804</td>
<td>3.918</td>
</tr>
<tr>
<td>Roughness #4 (20 nm)</td>
<td>2.41 nm</td>
<td>±0.012 nm</td>
<td>2.58 nm</td>
<td>±0.008 nm</td>
</tr>
<tr>
<td>Roughness #5 (40 nm)</td>
<td>2.82 nm</td>
<td>±0.008 nm</td>
<td>2.89 nm</td>
<td>±0.006 nm</td>
</tr>
<tr>
<td>Roughness #6 (60 nm)</td>
<td>3.99 nm</td>
<td>±0.013 nm</td>
<td>4.11 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>Roughness #7 (20 nm)</td>
<td>1.99 nm</td>
<td>±0.011 nm</td>
<td>2.21 nm</td>
<td>±0.008 nm</td>
</tr>
<tr>
<td>Roughness #8 (40 nm)</td>
<td>2.45 nm</td>
<td>±0.008 nm</td>
<td>2.49 nm</td>
<td>±0.006 nm</td>
</tr>
<tr>
<td>Roughness #9 (60 nm)</td>
<td>4.16 nm</td>
<td>±0.013 nm</td>
<td>4.24 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>Thickness #4 (20 nm)</td>
<td>17.76 nm</td>
<td>±0.035 nm</td>
<td>17.59 nm</td>
<td>±0.023 nm</td>
</tr>
<tr>
<td>Thickness #5 (40 nm)</td>
<td>36.14 nm</td>
<td>±0.024 nm</td>
<td>36.14 nm</td>
<td>±0.017 nm</td>
</tr>
<tr>
<td>Thickness #6 (60 nm)</td>
<td>59.74 nm</td>
<td>±0.034 nm</td>
<td>60.01 nm</td>
<td>±0.020 nm</td>
</tr>
<tr>
<td>Roughness #7 (20 nm)</td>
<td>18.03 nm</td>
<td>±0.034 nm</td>
<td>17.71 nm</td>
<td>±0.022 nm</td>
</tr>
<tr>
<td>Thickness #7 (60 nm)</td>
<td>60.45 nm</td>
<td>±0.034 nm</td>
<td>60.51 nm</td>
<td>±0.020 nm</td>
</tr>
<tr>
<td>Roughness #8 (20 nm)</td>
<td>18.03 nm</td>
<td>±0.034 nm</td>
<td>17.71 nm</td>
<td>±0.022 nm</td>
</tr>
<tr>
<td>Roughness #9 (60 nm)</td>
<td>60.53 nm</td>
<td>±0.034 nm</td>
<td>60.46 nm</td>
<td>±0.020 nm</td>
</tr>
<tr>
<td>Thickness #8 (60 nm)</td>
<td>60.45 nm</td>
<td>±0.034 nm</td>
<td>60.51 nm</td>
<td>±0.020 nm</td>
</tr>
<tr>
<td>Roughness #5 (40 nm)</td>
<td>2.82 nm</td>
<td>±0.008 nm</td>
<td>2.89 nm</td>
<td>±0.006 nm</td>
</tr>
<tr>
<td>Roughness #6 (60 nm)</td>
<td>4.16 nm</td>
<td>±0.013 nm</td>
<td>4.24 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>Thickness #9 (60 nm)</td>
<td>60.53 nm</td>
<td>±0.034 nm</td>
<td>60.46 nm</td>
<td>±0.020 nm</td>
</tr>
<tr>
<td>Roughness #6 (60 nm)</td>
<td>4.16 nm</td>
<td>±0.013 nm</td>
<td>4.24 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>Roughness #9 (60 nm)</td>
<td>4.16 nm</td>
<td>±0.013 nm</td>
<td>4.24 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>Roughness #9 (60 nm)</td>
<td>4.16 nm</td>
<td>±0.013 nm</td>
<td>4.24 nm</td>
<td>±0.007 nm</td>
</tr>
<tr>
<td>Roughness #9 (60 nm)</td>
<td>4.16 nm</td>
<td>±0.013 nm</td>
<td>4.24 nm</td>
<td>±0.007 nm</td>
</tr>
</tbody>
</table>

analyses (the 40 nm analysis differed somewhat from the others). The results from Approaches 2 (Figure 4-3b) and 3 (Figure 4-3c) showed better agreement between the results for the individual
Table 4-4 Roughnesses obtained by AFM of ca. 20, 40, and 60 nm SiO₂ films on Eagle XG®. Ra is the average roughness and Rq is the root mean square (RMS) roughness.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Spot 1 (Å)</th>
<th>Spot 2 (Å)</th>
<th>Spot 3 (Å)</th>
<th>Average Roughness (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blank</td>
<td>Rₐ: 1.2, Rₜ: 1.5</td>
<td>Rₐ: 1.7, Rₜ: 2.5</td>
<td>Rₐ: 2.0, Rₜ: 2.8</td>
<td>Rₐ: 1.6, Rₜ: 2.3</td>
</tr>
<tr>
<td>20 nm</td>
<td>Rₐ: 4.4, Rₜ: 5.5</td>
<td>Rₐ: 2.8, Rₜ: 3.9</td>
<td>Rₐ: 5.4, Rₜ: 6.5</td>
<td>Rₐ: 4.2, Rₜ: 5.3</td>
</tr>
<tr>
<td>40 nm</td>
<td>Rₐ: 2.9, Rₜ: 4.0</td>
<td>Rₐ: 3.7, Rₜ: 4.8</td>
<td>Rₐ: 3.7, Rₜ: 5.0</td>
<td>Rₐ: 3.4, Rₜ: 4.6</td>
</tr>
<tr>
<td>60 nm</td>
<td>Rₐ: 1.7, Rₜ: 2.3</td>
<td>Rₐ: 0.1, Rₜ: 0.9</td>
<td>Rₐ: 1.4, Rₜ: 1.9</td>
<td>Rₐ: 1.1, Rₜ: 1.7</td>
</tr>
</tbody>
</table>

Table 4-5 Sellmeier parameters, film thicknesses, film roughnesses, and MSE values for an MSA of the 20 nm spectra. Roughness values were fixed to those obtained with a comprehensive MSA using Approach 2 from Table 4-1.

<table>
<thead>
<tr>
<th>20 nm Spectra with Roughness fixed to MSA Values</th>
<th>PARAMETER</th>
<th>VALUE</th>
<th>ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.869</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UV Pole Amp.</td>
<td>214.13 eV</td>
<td>± 0.283</td>
<td></td>
</tr>
<tr>
<td>UV Pole En.</td>
<td>13.804 ± 0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IR Pole Amp.</td>
<td>0.017 ± 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roughness (1) (nm)</td>
<td>2.34 nm ± 0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roughness (2) (nm)</td>
<td>2.58 nm ± 0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roughness (3) (nm)</td>
<td>2.21 nm ± 0.008</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (1) (nm)</td>
<td>17.15 nm ± 0.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (2) (nm)</td>
<td>17.54 nm ± 0.022</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (3) (nm)</td>
<td>17.66 nm ± 0.022</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Max difference between results from the comprehensive MSA and the MSA of the three 20 nm spectra using Approach 2 from Table 1.

| Wavelength value at max difference (nm) | 196.01 |

Table 4-6 Sellmeier parameters, film thicknesses, film roughnesses, and MSE values for an MSA of the 40 nm spectra. Roughness values were fixed to those obtained with a comprehensive MSA using Approach 2 from Table 4-1.

<table>
<thead>
<tr>
<th>40 nm</th>
<th>PARAMETER</th>
<th>VALUE</th>
<th>ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.951</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UV Pole Amp.</td>
<td>208.988 eV ± 0.726</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UV Pole En.</td>
<td>13.6 ± 0.018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IR Pole Amp.</td>
<td>0.017 ± 0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roughness (3) (nm)</td>
<td>3.86 nm ± 0.045</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roughness (6) (nm)</td>
<td>3.48 nm ± 0.042</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Roughness (9) (nm)</td>
<td>3.08 nm ± 0.041</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (3) (nm)</td>
<td>39.64 nm ± 0.119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (6) (nm)</td>
<td>37.63 nm ± 0.109</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (9) (nm)</td>
<td>37.17 nm ± 0.108</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Max difference between results from the comprehensive MSA and the MSA of the three 20 nm spectra using Approach 2 from Table 1.

| Wavelength value at max difference (nm) | 855.84 |

Max difference between results from the comprehensive MSA and the MSA of the three 20 nm spectra using Approach 2 from Table 1.

| 0.27% | 855.84 |
Table 4-7 Sellmeier parameters, film thicknesses, film roughnesses, and MSE values for an MSA of the 60 nm spectra. Roughness values were fixed to those obtained with a comprehensive MSA using Approach 2 from Table 4-1.

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
<th>ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>1.007</td>
<td></td>
</tr>
<tr>
<td>UV Pole Amp.</td>
<td>220.958 eV ± 0.745</td>
<td></td>
</tr>
<tr>
<td>UV Pole En.</td>
<td>14.006 ± 0.022</td>
<td></td>
</tr>
<tr>
<td>IR Pole Amp.</td>
<td>0.018 ± 0</td>
<td></td>
</tr>
<tr>
<td>Roughness (1) (nm)</td>
<td>4.48 nm ± 0.019</td>
<td></td>
</tr>
<tr>
<td>Roughness (2) (nm)</td>
<td>4.61 nm ± 0.019</td>
<td></td>
</tr>
<tr>
<td>Roughness (3) (nm)</td>
<td>4.74 nm ± 0.019</td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (1) (nm)</td>
<td>61.42 nm ± 0.052</td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (2) (nm)</td>
<td>61.87 nm ± 0.052</td>
<td></td>
</tr>
<tr>
<td>Thickness # 1 (3) (nm)</td>
<td>61.81 nm ± 0.052</td>
<td></td>
</tr>
</tbody>
</table>

Max difference between results from the comprehensive MSA and the MSA of the three 20 nm spectra using Approach 2 from Table 1.

<table>
<thead>
<tr>
<th>Wavelength value at max difference (nm)</th>
<th>196.01</th>
</tr>
</thead>
</table>

samples and the comprehensive analysis. Based on the results in Figures 4-2 and 4-3, and considering the MSE values in Table 4-1, we report and recommend as optical constants for reactively sputtered 20 – 60 nm SiO2 films the optical constants derived from the comprehensive MSA by Approach 2. We offer without proof the statement that the validity of these optical constants probably extends to some degree outside of this thickness range. To further confirm this model and the optical constants obtained from it, we compared optical constants obtained via the comprehensive MSA from Approach 2 to those obtained from each set of thicknesses (see Tables 4-5 – 4-7). Here, the maximum difference between any value of n in the comprehensive MSA analysis and any value of n in the 20, 40, or 60 nm analysis was 0.27% at 196.01 nm, 0.27% at 855.94 nm, and 0.42% at 196.01 nm, respectively. Additionally, as previously noted (see Table 4-
2), the percent differences between the three best approaches in the comprehensive MSA analyses varied from 0.03% - 0.09%. These rather small differences suggest that the optical constants reported herein are reasonable for sputtered SiO₂. In addition, we created uniqueness plots for these different analyses with different variables from the fits. All of these plots showed uniqueness, indicating that the parameters used in them are not strongly correlated. Finally, as an aid to the interested reader, Figures 4-4 – 4-6 show the raw data for the SiO₂ samples in N, C, and S format, Tables 4-5 – 4-7 give the results of the MSA subset analyses of the 20, 40, and 60 nm films, and Tables 4-8 and 4-9 show comparisons of the indices of refraction of SiO₂ obtained using Approaches 1 – 4 via the comprehensive MSA at specific wavelengths and energies, respectively.

**Table 4-8** Comparison of the optical constants for SiO₂ at specific wavelengths obtained using a comprehensive MSA analysis via Approach 2 in Table 4-1.

<table>
<thead>
<tr>
<th>Wavelength (nm)</th>
<th>Approach 1</th>
<th>Approach 2</th>
<th>Approach 3</th>
<th>Approach 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>197.6</td>
<td>-</td>
<td>1.558</td>
<td>1.561</td>
<td>1.571</td>
</tr>
<tr>
<td>232.546</td>
<td>1.523</td>
<td>1.525</td>
<td>1.527</td>
<td>1.527</td>
</tr>
<tr>
<td>389.982</td>
<td>1.478</td>
<td>1.477</td>
<td>1.479</td>
<td>1.468</td>
</tr>
<tr>
<td>499.725</td>
<td>1.468</td>
<td>1.468</td>
<td>1.469</td>
<td>1.457</td>
</tr>
<tr>
<td>699.652</td>
<td>1.461</td>
<td>1.46</td>
<td>1.462</td>
<td>1.448</td>
</tr>
<tr>
<td>1649.916</td>
<td>1.446</td>
<td>1.447</td>
<td>1.448</td>
<td>1.432</td>
</tr>
</tbody>
</table>

**Table 4-9** Comparison of the optical constants for SiO₂ at specific energies obtained using a comprehensive MSA analysis via Approach 2 in Table 4-1.

<table>
<thead>
<tr>
<th>Energy (eV)</th>
<th>Approach 1</th>
<th>Approach 2</th>
<th>Approach 3</th>
<th>Approach 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.275</td>
<td>-</td>
<td>1.558</td>
<td>1.561</td>
<td>1.571</td>
</tr>
<tr>
<td>5.332</td>
<td>1.523</td>
<td>1.525</td>
<td>1.527</td>
<td>1.527</td>
</tr>
<tr>
<td>3.18</td>
<td>1.478</td>
<td>1.477</td>
<td>1.479</td>
<td>1.468</td>
</tr>
<tr>
<td>2.481</td>
<td>1.468</td>
<td>1.468</td>
<td>1.469</td>
<td>1.457</td>
</tr>
<tr>
<td>1.772</td>
<td>1.461</td>
<td>1.46</td>
<td>1.461</td>
<td>1.448</td>
</tr>
<tr>
<td>0.752</td>
<td>1.446</td>
<td>1.447</td>
<td>1.448</td>
<td>1.432</td>
</tr>
</tbody>
</table>
4.6 Conclusion

The analyses of three sets of transparent ultra-thin films deposited on transparent substrates were performed to a high degree of confidence and accuracy using SE. This was accomplished using multiple techniques, including proper backside roughening, an MSA, a variable angle analysis, and the use of pre-determined EXG glass optical constants. This example of transparent thin film analysis on a transparent substrate illustrates the degree of sophisticated analyses that can be performed by SE on ultra-thin films that would otherwise be very challenging.
### 4.7 Figures

#### Figure 4-1

<table>
<thead>
<tr>
<th>Layer</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient</td>
<td>air</td>
</tr>
<tr>
<td>Layer 1</td>
<td>SiO$_2$ film, nominal thicknesses 20, 40 and 60 nm</td>
</tr>
<tr>
<td>Layer 0 (substrate)</td>
<td>Eagle XG® Glass, 0.5mm thick</td>
</tr>
</tbody>
</table>

*Figure 4-1 Depiction of specimen layers used for data analyses.*
Figure 4-2 Refractive indices for sputtered SiO2 obtained through a multi-sample analysis of nine films of SiO2 with nominal thicknesses of 20, 40, and 60 nm on Eagle XG® using the four approaches described in Table 4-1.
Figure 4-3 Refractive indices of SiO2 obtained via both subset and comprehensive MSAs of 20, 40, and 60 nm films and all the films together using Approaches 1-3 in Table 4-1.
Figure 4-4 Raw ellipsometric data for 20 nm sputtered SiO2 films. (a) N, (b) C, and (c) S. Measurements were taken at six different angles of incidence (55°, 56°, 57°, 58°, 59°, 60°) on three different samples.
Figure 4-5 Raw ellipsometric data for 40 nm sputtered SiO2 film. (a) N, (b) C, and (c) S. Measurements were taken at six different angles (55°, 56°, 57°, 58°, 59°, 60°) on three different 40 nm samples.
Figure 4-6 Raw ellipsometric data for 60 nm sputtered SiO2 films. (a) N, (b) C, and (c) S. Measurements were taken at six different angles of incidence (55°, 56°, 57°, 58°, 59°, 60°) on three different samples.
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CHAPTER 5: Conclusion

5.1 Key Findings from Each Chapter

The means by which surfaces and interfaces interact with each other and their environments plays a crucial role in today’s technology and drives future research in this area. Indeed, surface modification and characterization have advanced to the point that they now occur routinely at the nanometer scale and even down to the molecular level. In this dissertation, I prepared three different ultra-thin films under controlled environments and addressed subsequent analytical challenges. Ultimately, I was able to apply and develop various analytical methods for thin film characterization, gaining insight into these materials and their potential interactions with their environments.

In Chapter 2, I present the real time (dynamic) SE and XPS characterization of MgF₂-coated aluminum thin films. Analyses of these optical stacks showed that both optical and chemical changes took place in the aluminum films beneath ultrathin films of magnesium fluoride. I found here that the aluminum films oxidize over time, but that this oxidation is retarded by increasingly thick MgF₂ overlayers. The XPS data for this study were collected from seven different samples over a period of 3 – 10 months. The oxidation of aluminum was confirmed by increases in the O 1s signal and the chemically shifted (Al³⁺) Al 2p and Al 2s signals. A model for oxide growth, which included a correction for the thickness of the MgF₂ layer, was based on the relative areas of the Al³⁺ and metallic Al peaks. This analysis showed that oxidation increased linearly with the logarithm of time as in the following empirical formula: oxide thickness= k*ln (t) +b. This logarithmic model fits the data somewhat better than the Cabrerra-Mott (CM) model, which has been applied to monitor thin oxide films.
SE was also able to detect time-dependent changes in the optical stacks. These measurements were collected immediately after the stacks were deposited and then again after several hours and even months. In the SE data analysis, it became clear that the optical constants of the ultrathin metal (aluminum) films depended strongly on their deposition conditions and thickness so they needed to be individually fit. The optical constants of the Al films were initially estimated via an MSA of similar stacks. Two different models were then employed to work up the Al2O3 thickness vs. time data generated from the dynamic SE analyses. While the second of these models gave more physically reasonably results, both made nearly identical predictions about the rate of Al oxidation beneath the MgF2 coatings. The oxidation changes I observed were similar to those found by XPS – they followed the simple logarithmic model more closely than the Cabrerra-Mott model. It was important in these analyses to know the thickness of the MgF2 layer as accurately as possible. It was, however, challenging to determine the optical function of MgF2 on Al2O3 because of the similarity of their optical functions. Ultimately, I was able to develop an iterative method for determining the MgF2 layer thicknesses by XPS using standards of known thicknesses. I also found that MgF2 deposited on heated substrates results in denser films. Although this had been suspected for some time, to the best of my knowledge, no one has ever verified this fact.

My work in Chapter 3 focused on the CF2/CF3 C 1s narrow scan envelopes of four fluorosilane adsorbates: CF3(CH2)2SiCl3, CF3(CF2)3(CH2)2SiCl3, CF3(CF2)5(CH2)2SiCl3, and CF3(CF2)7(CH2)2SiCl3. This work was done to address the issue of finding the correct CF2/CF3 area ratios \( m_{CF2/CF3} \) from X-ray photoelectron spectroscopy (XPS) C 1s narrow scans of materials containing \( \text{–CH}_{2}\text{CH}_{2}(\text{CF}_2)_n\text{CF}_3, n = 0, 1, 2, \ldots \), moieties. Here, the quality of the modeling was assessed based on the \( m_{CF2/CF3} \) slope values being close to unity, the y-intercept
values of these lines approaching zero, and the standard deviations of the residuals of the fits. I started this analysis with the simplest possible model (two unconstrained peaks). I then obtained additional information for this modeling by determining the expected widths of the CF\textsubscript{2} and CF\textsubscript{3} peaks from standards and by performing ab initio calculations via Koopman’s approximation on the silane adsorbates. Ultimately, two semiempirical models, which were based on both Literature precedent and the ab initio calculations, produced the best results.

Chapter 4 describes an SE study of reactively sputtered SiO\textsubscript{2} films, nominally 20, 40, and 60 nm thick, deposited on Eagle XG\textsuperscript{®} (EXG), an important display glass. This analysis relied on multiple experimental and computational considerations, including proper backside roughening (two methods for doing this were considered), an MSA, data collection at different angles of incidence, and the use of pre-determined EXG glass optical constants. The combination of these efforts yielded a set of high quality optical constants for sputtered SiO\textsubscript{2}. In other words, this work illustrates that appropriate experimental and modeling efforts can allow meaningful information to be extracted from SE analyses of transparent thin films on transparent substrates.
Appendix 1: Appropriate Back Side Roughening Is a Key for Spectroscopic Ellipsometry Analysis of Transparent Materials

A1.1 Statement of Attribution

This article was originally published as Johnson, B. I., et al. (2018). Appropriate Backside Roughening is Key for Good Spectroscopic Ellipsometry Analysis of Transparent Materials. Vacuum Technology & Coating. 19: 26-30.

A1.2 Introduction

Proper sample preparation often plays a key role in surface analysis. For example, X-ray photoelectron spectroscopy (XPS) and time-of-flight secondary ion mass spectrometry (ToF-SIMS) probe less than 10 nm into a material – it doesn’t take much contamination to completely obscure any signal coming from a surface with these techniques. Spectroscopic ellipsometry (SE) is also exquisitely sensitive to sample preparation and contamination. As a rather crude demonstration of this sensitivity, we recently showed the results of pressing a thumb into a silicon wafer, i.e., we left a thumbprint on the surface. This perturbation led to substantial changes in the SE measurement. In this article we’ll talk about surface/material preparation for SE of transparent samples. In particular, we’ll deal in a practical way with the issue of backside reflection from transparent samples. These reflections are incoherent (lacking a phase relationship) with the reflected light and can degrade the quality of a measurement.

A1.3 Discussion

When compared to XPS and ToF-SIMS, SE has some real advantages. Some examples of these advantages are: (i) SE analyses can usually be done quickly in the open air, (ii) the
instruments are often about an order of magnitude cheaper than XPS and ToF-SIMS systems, and (iii) the penetration depth of the technique can be hundreds of nanometers or more for samples that absorb little or no light. With regards to this last advantage, you would be unable to analyze a moderately thick optical stack/multilayer by XPS or ToF-SIMS without depth profiling, but such types of analyses are routinely done with SE. Also note that SE measurements do not require external references or calibrations. However, like XPS and ToF-SIMS, SE data analysis can take a considerable amount of time – you may be able to acquire data from a new sample in a few minutes, but the analysis of the data can take days or weeks.

SE uses light of a known polarization state to probe surfaces and materials. This light will have both p- and s-polarized components, i.e., electric field components that are in and out of the plane of incidence, respectively (see Figure A1.1). SE determines the intensity ratio and phase difference of the p- and s-polarized components of the light after it reflects from a surface of interest. Of course this means that the sample of interest must be at least moderately flat. The information obtained by SE can be expressed as:

\[
\rho = \tan(\Psi)e^{i\Delta}
\]

Thus, the two key parameters measured in SE are \(\Psi\) and \(\Delta\), which provide information about the amplitude ratio and phase difference of the p and s components of the light, respectively. Structural/morphological information about samples is generally obtained from SE by modeling. That is, one creates a model that represents a physical system, which may consist of a substrate layer, multiple layers that represent thin films, as well as roughness, interface, and gradient layers. The optical constants of the layers and substrate may or not be known prior to the modeling. The standard equations of light and optics, e.g., Fresnel’s equations and Snell’s law, are used to calculate the theoretical values of \(\Psi\) and \(\Delta\) for the model and these values are compared to those
determined experimentally. Parameters in the model, e.g., film thicknesses, roughnesses, or optical constants, can then be varied to minimize the error between the experimentally and theoretically determined values of $\psi$ and $\Delta$.

Glass is an incredibly important material. It is a building material; it is used to create external and internal windows in buildings. It is made into vessels that store food and beverages, and also into vessels for cooking and science – most of the organic chemistry ever performed has been done in glass. Fiber optics are made of glass, and they have revolutionized our ability to communicate. Display glasses are the basic substrates onto which the electronics of many consumer devices are created, e.g., the electronics in our cell phones are generally microfabricated on these surfaces, and in general there is another piece of glass at the top of your cell phone. Glass is even important because of its ability to trap nuclear waste products. Clearly glass plays an incredibly important role in modern technology. In addition, glass matters for geology (there are natural glasses like obsidian that have been useful to man for millennia), and in archeology (people have been making and manipulating functional and decorative glass objects for a very long time). It is easy to see why the study and characterization of glasses is important at both the academic and industrial levels.

SE is an important analytical technique for the characterization of glasses; it is an extremely sensitive tool that is highly dependent on film and material composition. Therefore, it is essential that sample preparation for SE be performed with care. Since glass is transparent, light from an ellipsometer will reflect off of its top and bottom surfaces, as shown in Figure A1.2. Though it could be argued that this would be advantageous because the light reflecting off of the back of the sample will pass through/probe the entire sample, as noted above, the light reflecting from the bottom surface is generally incoherent with the light reflecting off of the top of the sample. Note,
however, that a very powerful way of studying a transparent material by ellipsometry is to perform reflection and transmission measurements on it and to combine the two into a single model. The transmission measurement will be more sensitive to absorptions in the glass than the reflection data. Thus, the backside-reflected light is a hindrance to the measurement and modeling, and it would be ideal if it could be eliminated or suppressed. It should come then as no surprise that people have considered a variety of methods to deal with this light in their studies of glass. These include the use of index coupling (IC) agents, such as light oils, that are placed onto the backside of the glass which is subsequently put onto an absorbing surface, e.g., an anodized aluminum surface.\textsuperscript{7-8} We have, for example, used cedar oil in our lab for this purpose. (As a minor side benefit here, cedar oil smells good.) An index matching fluid allows the light that reaches the backside of the glass substrate to continue into the oil until it reaches an absorbing surface, which eliminates it. Another method employs translucent Scotch\textsuperscript{TM} tape on the backside of the glass substrate.\textsuperscript{7, 9-10} The polymer in the tape’s adhesive similarly acts as an index matching material, and the tape itself scatters the light. Yet another option, is to use a thick sample, which will physically separate the reflections off of the sample, i.e., the reflected light from the top surface can be directed into the detector at the exclusion of the beam of light from the lower surface. The final method we will talk about here is backside roughening. In backside roughening we physically roughen the backside of the glass. This resulting roughened surface scatters the light incident on it.\textsuperscript{6-8} Although it is a destructive method, it is effective for glass measurements by SE. (It should go without saying here that if you want to combine transmission and reflection measurements in your model, you should do the transmission measurements before you roughen one of the surfaces.) The question we ask here is, how good or smooth does the roughening need to be for an acceptable and reproducible signal to be produced? It could be argued that because the light is being dispersed and removed
from the field of optical view to the detector that the smoothness and quality of a roughened backside would not make a large difference in the data being received at the detector. We now compare and discuss the SE results obtained from roughening the backside of a glass sample in two different ways: using a hand-held Dremel® tool and by sandblasting. As we will show, sandblasting produces a higher quality, more uniform matte finish, which appears to be superior for removing backside reflections in SE measurements. These results are a byproduct of a multi-sample analysis we did of 20, 40, and 60 nm sputtered films of SiO$_2$ on Eagle XG® glass. By ‘multi-sample analysis we mean that all the data were fit together in the model.

In our study, we first used a hand-held Dremel® tool with a stone bit (Figure A1.3) to roughen the backsides of each of the samples, as shown in Figure A1.4. After they were analyzed by SE, Different sets of optical constants were then derived for the samples using different multi-sample analyses, i.e., different groupings of the samples. The assumption a priori was that each set of optical constants should be fairly close to the others. The results were not as good as we would have hoped for – notice the scatter in the results in Figure A1.5. Accordingly, another set of samples with nominally identical sputtered SiO$_2$ films on them were prepared by sandblasting their backsides. While even simple pieces of laboratory equipment often cost thousands of dollars, we obtained our sandblaster for only about $200 from a local hardware store (see Figure A1.6). To prepare the samples for sandblasting, they were taped face down to a watch glass (see Figure A1.7). Here, the tape only touched the edges of the glass sample, but the tape made a seal between the glass slide and the watch glass so that only one side of the sample would be affected. This set up is illustrated in Figure A1.8. Using this approach, nine samples were roughened in about a quarter of the time as compared to roughing nine samples with the Dremel®. The result of this sandblasting is seen in Figure A1.9. It is clear that the sandblasting has created a uniform frosted
finish over the glass. When the optical constants for the samples were determined and compared, the difference between them was significantly less than what had been found with the Dremel® (see Figure A1.10). This improved sample preparation gave us much more confidence in the final optical constants we determined for this important material. In summary, data quality can often be directly related to sample preparation.

### A1.4 Conclusion

In this work we showed the importance of proper sample preparation for material characterization, and in particular the importance of proper backside roughening for transparent substrates measured in SE. We compared the indices of refraction from two sets of samples, each with identical surface preparations and substrates. By visual inspection, it was clear that the glass surface with a higher quality of backside roughening yielded more precise and accurate results. The optical constants were obtained with greater confidence as a direct result of the superior backside roughening.
A1.5 Figures

Figure A0-1 Visual representation of Elliptically polarized light Used from – this figure is from: the JA Woollam website https://www.jawoollam.com/resources/ellipsometry-tutorial/what-is-ellipsometry
Figure A0-2 Visual depiction of backside reflection from transparent substrate
Figure A0-3 Dremmel tool used to roughen backsides of EXG™
Figure A0-4 EXG™ slide roughened by hand-held tool
Figure A0-5 Refractive Index for dremmel roughened glass substrate
Figure A0-6 Sandblaster used for roughening of glass substrate
Figure A0-7 Set-up for roughening of glass substrate by sandblaster
Figure A0-8 Set-up for roughening of glass substrate by sandblaster
Figure A0-9 Refractive Index for sandblaster roughened glass substrate
Figure A0-10 Refractive indices of SiO2 obtained via comprehensive MSAs of 20, 40, and 60 nm films. Figure obtained from Reference 5
A1.6 References


Appendix 2: Development of a Small Dry Box for Transferring Silanes for CVD. (It’s Better to Make Good Measurements on Well-Prepared Samples than to Study Samples of Questionable Quality.)

A2.1 Statement of Attribution

This article was originally published as Johnson, B. I., et al. (September 2018). “It’s Better to Make Good Measurements on Well-Prepared Samples than to Study Samples of Questionable Quality. Development of a Small Dry Box for Transferring Chemicals (Silanes) for CVD” Vacuum Technology & Coating, 19: 26-31.

A2.2 Introduction

Surface characterization represents a commitment of resources. It takes time to make measurements, and it takes time to analyze and understand the results. Given the opportunity, one is generally better off producing higher quality samples and analyzing them than the opposite. With this in mind, it is prudent to ensure that the materials that are used for surface modifications are high quality, maintained, and properly prepared.

A2.3 Discussion

A2.3.1 Silanes and Their Deposition

We have a chemical vapor deposition (CVD) oven from Yield Engineering Systems (see Figure 1) that we use to modify surfaces with silanes. Silanes have the name they do because they are chemical derivatives of silane, SiH₄. That is, they are molecules in which one or more of the hydrogens on SiH₄ has been replaced by another chemical moiety. In some cases, the new groups on the silanes react with SiOH groups (silanols) on silica. As a result, silanes have been used for
many years to treat and chemically modify silica and other related materials. Some of the most common silanol-reactive groups on silanes are the methoxy, ethoxy, chloro, and dimethylamino groups, which are written chemically as: -OCH$_3$ (-OMe), -OCH$_2$CH$_3$ (-OEt), -Cl, and –N(CH$_3$)$_2$, respectively, where the methyl (CH$_3$) and ethyl (CH$_2$CH$_3$) groups in organic chemistry can be conveniently abbreviated ‘Me’ and ‘Et’, as they are here. The reactions of these silanes with a surface silanol, which we represent as ‘Si$_{surf}$OH’ is as follows:

(i) \[ \text{Si}_{surf}OH + \text{MeOSiRR'R''} \rightarrow \text{Si}_{surf}OSiRR'R'' + \text{MeOH} \]

(ii) \[ \text{Si}_{surf}OH + \text{EtOSiRR'R''} \rightarrow \text{Si}_{surf}OSiRR'R'' + \text{EtOH} \]

(iii) \[ \text{Si}_{surf}OH + \text{ClSiRR'R''} \rightarrow \text{Si}_{surf}OSiRR'R'' + \text{HCl} \]

(iv) \[ \text{Si}_{surf}OH + (\text{CH}_3)_2N\text{SiRR'R''} \rightarrow \text{Si}_{surf}OSiRR'R'' + (\text{CH}_3)_2\text{NH} \]

Here are a few clarifying notes for these reactions: (i) we have represented the three other groups on the silane molecules here as generic R groups – they could be any groups that are chemically reasonable, and the use of R, R’ and R’’ indicates that the three R groups may be the same or different, (ii) the silanes we have shown so far are monofunctional – they only have one silanol-reactive group, (iii) we are ultimately forming an Si-O-Si (siloxane) covalent bond here, i.e., we are tethering the silane to the surface through this linkage, and (iii) you can make silanes with two (bifunctional), three (trifunctional), and four (tetrafunctional) silanol-reactive groups on them.

Unfortunately, silanes that react with silanols also react with water – there is a clear chemical similarity between a silanol group (SiOH) and water (H$_2$O). This means that silanol-reactive silanes are water sensitive reagents and that exposing them to water changes them. For
example, the reactive groups on the monofunctional silanes we’ve been considering can react in the presence of water to make a dimer, as follows:

(i) \[ \text{H}_2\text{O} + 2 \text{MeO}SiRR'R'' \rightarrow R''R'\text{RSiO}SiRR'R'' + 2 \text{MeOH} \]

(ii) \[ \text{H}_2\text{O} + 2 \text{EtO}SiRR'R'' \rightarrow R''R'\text{RSiO}SiRR'R'' + 2 \text{EtOH} \]

(iii) \[ \text{H}_2\text{O} + 2 \text{ClSi}RR'R'' \rightarrow R''R'\text{RSiO}SiRR'R'' + 2 \text{HCl} \]

(iv) \[ \text{H}_2\text{O} + 2 (\text{CH}_3)\text{2NSi}RR'R'' \rightarrow R''R'\text{RSiO}SiRR'R'' + 2 (\text{CH}_3)\text{2NH} \]

This dimer will not react with silanes – its silanol-reactive groups are gone. Accordingly, you shouldn’t expect that exposing a surface to a wet silane (a silane that has been exposed to some amount of water) will give the same results as exposing it to a dry one. Thus, if you use a wet monofunctional silane thinking it is a dry one, you expose your surface to a lower concentration of your reagent than you had planned to. This lower concentration will translate into a lower reaction rate. It also represents a waste of material.

Things are arguably worse when you work with difunctional, trifunctional, or tetrafunctional silanes. When exposed to water, all of them can polymerize. The difunctional silane can make a linear polymer, and the trifunctional and tetrafunctional silanes can make network (crosslinked) polymers (see Figure 2). These reactions can be done in a controlled fashion in the presence of some water to make desired materials, e.g., to deposit very thin films of polymerized silanes on surfaces. However, when it comes to the reagents themselves, exposure to water can render them useless for their intended reactions.

Traditionally, the primary method of depositing silanes on surfaces has been by immersing them in a liquid solution of the reagent. This approach can be effective. However, it has some pitfalls and inherent difficulties that one should be aware of. First, it often uses a lot of organic
solvent – both in the solution of the silane and to rinse the surfaces that are thus prepared. Obviously, there are health, safety, and disposal issues associated with using organic solvents. Second, in many cases the deposition solutions contain defined quantities of water, and we have seen that water reacts with silanes. Accordingly, one is often doing a deposition here with a ‘moving target’, i.e., a solution that is changing over the course of the deposition. A consequence of this second point is that depositions with trifunctional and tetrafunctional silanes can be hard to control – they can give messy results if they are not properly done.

The more modern way of depositing silanes on surfaces is by chemical vapor deposition.\textsuperscript{1-3} This will generally be done in a vacuum oven into which the vaporized silane is injected. In general, the neat (pure) silane is used so no organic solvents are necessary. Thus, the silane is not polymerizing in a liquid around the substrate while it is depositing. The hydration state of the surface (the amount of water on it) can be controlled by these ovens. Overall, CVD of silanes can be very reproducible – it generally offers more control than can be obtained in the corresponding liquid phase depositions. For these reasons, CVD of silanes is used in clean rooms and for other commercial deposition of these reagents. Perhaps its only major downside is the cost of the equipment and its maintenance.

\textbf{A2.3.2 Characterization of Silane Thin Films}

Silane thin films can be characterized with a variety of different techniques. Here is a list of some of those that are used.

- X-ray photoelectron spectroscopy (XPS) has been widely used for this purpose. XPS is a surface characterization technique that probes 5-10 nm in materials. It delivers the elemental compositions and oxidation states of the elements in thin films.\textsuperscript{4} XPS will
probably be most helpful in the analysis of silane films if the silane contains a unique atom – an atom that isn’t carbon or silicon (XPS can’t ‘see’ hydrogen). For example, if we deposit 3-aminopropyltriethoxysilane (see Figure 3) on the native oxide of silicon, the silane brings nitrogen with it, which should not have been present on the original surface and will provide solid evidence for this deposition. However, XPS is performed under vacuum, and the sample loading, transfer, and pump down can take a little while – it can take an hour or two to get XPS data from a surface. Near ambient pressure XPS (NAP-XPS) often allows this data to be collected much more quickly because it is performed under a very modest and quickly reachable vacuum of ca. 10 Torr. In many cases, XPS analyses are non-destructive.

- Time-of-flight secondary ionization mass spectrometry (ToF-SIMS) is another vacuum analytical method that delivers chemical information about materials. It is generally sensitive to the upper few monolayers of a material – it is even more surface sensitive than XPS. It is a form of surface mass spectrometry that can deliver a great deal of chemically specific information about a surface. For example, it has been widely used to identify and study polymers on surfaces. In general, ToF-SIMS analyses can be acquired more quickly than XPS analyses, which makes it a better tool for analyzing large numbers of samples. ToF-SIMS depth profiling can be performed to give layer-by-layer characterization of surfaces. While static (surface) ToF-SIMS only probes a small fraction of a surface, it must be considered to be at least somewhat destructive – it is based on the ejection (sputtering) of material from surfaces.

- Spectroscopic Ellipsometry (SE). SE is a non-destructive method. It is widely used to obtain film thickness and their optical functions, although for fundamental reasons it will
not generally be possible to obtain the optical functions of ultrathin (<10 nm) silane films. An estimate of these functions will often need to be used. SE is one of the most used methods in our lab. It is quick, easily performed under ambient conditions, and for simple analyses like an ultrathin silane film on a silicon wafer it yields immediate results. It is helpful in SE to begin an analysis with a reasonable estimate of the nature and thickness of the film one is analyzing.

- Water contact angle goniometry (WCA) is another important surface characterization method. It is also very rapid and convenient – it is generally performed in an open laboratory with relatively inexpensive equipment. In WCA, a surface is probed with a droplet of a liquid, which is often water. The degree to which the droplet wets the surface or beads up on it is quantified by the angle the drop makes with the surface. Contact angle measurements of a surface made before and after a deposition can provide direct evidence for that deposition. Different materials have different, known contact angles, so a comparison of the contact angles from a surface to literature values can be helpful. Contact angles can be useful for assessing surface cleanliness. For example, after cleaning in piranha solution (a caustic and toxic mixture of concentration sulfuric acid and ca. 30% hydrogen peroxide), a silicon wafer will be wet by water (have a very low contact angle – less than 10° - 15°). After the same clean wafer has sat out in a lab for a week and gathered hydrocarbons from its surroundings, it will have a higher water contact angle.

**A2.3.3 Development of a Dry Box for Transferring Silanes**

_Disclaimer. While the authors have found that the modified sandblasting equipment described herein works well for transferring silanes, it makes no guarantee that this box or the_
modifications to it will work other laboratories or for any other purposes. The reader is advised to consult the health and safety professionals at their organization for advice on making and using such a device.

Our CVD system uses vials with septa that are filled with silanes (See Figure 4) for injection of these reagents. Two needles are inserted into these vials. One of them is used to draw the silane into the CVD system, and the other provides a positive pressure of an inert gas; without the positive pressure of gas, removal of the silane will create a negative pressure in the vial, which will draw in air. Of course the air contains water vapor, so preventing it from coming in contact with the silane is important.

This leads us to our next point, which is: how do we get the silane into the vial in the first place? First, however, it should be noted that there are a few silanes that come in bottles with septa on them. However, in most cases, the silanes needs to be transferred/loaded into a vial by the user.

One option is to use a glove box. However, not every laboratory has a glove box, so there is the initial expense of purchasing one, after which it must be maintained. We have used a glove box that is in another lab in our building to transfer our silanes, but it seemed advantageous to have our own system. However, we didn’t want to pay for a large glove box that would only be used on occasion.

So we took a different approach. We had recently purchased a bench-top sand blasting system for about $200 from a local hardware store for the purpose of frosting the backsides of the transparent substrates we use for spectroscopic ellipsometry. It occurred to us that the sealed chamber with gloves going into it might also make a good, dry box for transferring our silanes from the bottles they came in into vials. Unlike most glove boxes, this box is relatively small – it has a small footprint on the bench.
The sandblasting box we used is shown in Figure 4. The foot pedal shown in the front view of the device is used to inject air (in our case inert gas) into the box, which allows both hands to perform in-box manipulations. The lower picture shows the inside of the box. It is certainly not as big as a glove box – you wouldn’t do a chemical reaction in it. However, it is certainly large enough to do a simple chemical transfer.

Some repurposing of the commercial sandblasting box was necessary so that it could be used for silane transfer – it underwent a few minor modifications that took about an afternoon. First, the filter and a small plastic plug used to prevent sandblasting media from leaking out of the bottom of the unit were removed and the resulting holes were stopped-up with rubber stoppers. There were also three small holes left by the screw hardware that held the filter in place; these holes also had to be covered. This was easily done using small bolts and Teflon®/PDMS washers. These modifications are shown in Figure 5.

In addition to these changes, the solid nozzle assembly inside the unit was removed and the hose feeding this unit was moved below the grate into the bottom area of the sandblaster box. As this hose was the inlet for the compressed air, it worked as the inlet for the N₂ gas for purging. The exhaust vent for the sandblasting box had a hose line attached to it that connected the unit to the exhaust hood. This attaching line was also fitted with a rubber stopper with a hole with a one-way check valve to ensure no backflow from the exhaust entered back into the sandblasting box. Finally, the air inlet for the sandblaster box was valved in with an N₂ line as shown in Figure 6. At this point, the sandblasting box had become a transfer box.
A2.3.4 Mathematical Analysis of the Box

Our next task was to figure out how long to purge the box to remove the air in it. Obviously, we didn’t think it would be worth the time to do a high-level, detailed analysis of the flow and mixing of gases in the box. However, it did seem reasonable to apply some basic theory to the problem to have an estimate for the time we should wait for the box to purge before loading a vial. Accordingly, we used the basic theory of mixing that is taught in most elementary differential equations courses.

These equations rely on a knowledge of the internal volume of the box. Because of its irregular shape, determining its value was not an entirely trivial task. In particular, the bottom (basin) of the transfer box has an odd shape. Its volume was measured by simply filling it with water and weighing the water. The remainder of the box could then be theoretically broken down into simpler geometric shapes, which allowed their volumes to be determined. These calculations and measurements gave us an internal void volume for the box of 25.9 L.

We next needed to know the flow rate of N₂ into the box. For this task we purchased and used a simple ACR Acrylic Flow Meter from Dakota Instruments. With this ball type gas flow-rate meter, we were able to measure the flow rates in and out of the transfer box.

In our case we used a stainless steel N₂ gas ball float flow rate meter that measured from 5 to 45 L/min as presented in Figure 7. However, while assessing the inlet flow rate for our transfer box, the flow rate meter was not able to directly measure this as the inlet flow rate exceeded the capacity of our meter. To compensate for this limitation and assess our inlet flow rate, the inlet pressure was reduced and flow rate was graphed as a function of inlet pressure. To these ends, a linear graph was created and a line equation of 1.2x+0.6 (Equation 1) was fit onto the points as shown in Figure 8. With our operating pressure of 90 psig, we were able to assess an inlet flow
rate of 108.6 L/min calculated from Equation 1. In addition to an inlet flow rate, we also measured the outlet flow rate. With the outlet flow rate measurements, there was no need to perform any types of extrapolation or adjust our nominal pressure setting as the outlet flow rate proved to be the bottle neck in the N₂ flow within the transfer box with a maximum flow rate of 25.96 L/min. The exit flow rate did not exceed the limitations of the gas flow-rate meter. As such, the flow rate that we used for our mixing problem was indeed the 25.96 L/min flow rate.

The final step in our procedure development was the integration of both the volume of the transfer box and the controlling flow-rate for our N₂ gas in the unit. With these two factors we were able to calculate when the transfer box was at equilibrium with the N₂ gas flow and how much percentage of N₂ was present in relation to the air in the transfer box. To do this we used a simple first-order differential equation with a mixing in a vat model. We also made a couple of assumptions: there was an even mixing occurring during the introduction of N₂, and because the inlet flow-rate was so high, an equilibrium flow-rate (not to be confused with equilibrium mixing) was achieved almost instantaneously. We also assumed that the entire volume of the transfer box will have all of the air/N₂ mixing while N₂ was introduced, and as such we used the entire volume of the transfer box as the volume of what would be the “liquid” as is used in a mixing in a vat model and as such, the volume of the transfer box will always be the same. To start, we introduced N₂ gas (100%) with a flow rate of 25.96 L/min into the transfer box and at the same time it was exiting at some concentration as a function of time. This is represented in Equation 2 below:

Equation 2: \( \frac{dN}{dt} = 25.96 \frac{L}{\text{min}} \times 100\% (\text{concentration}) - 25.96 \frac{L}{\text{min}} \times \frac{N(L)}{25.892 L} \)

This equation can be simplified as follows:

Equation 3: \( \frac{dN}{dt} = \frac{672-25.96}{25.892} \rightarrow \frac{dN}{672-25.96} = \frac{dt}{25.892} \) which we then integrate for the following equation:
Equation 4: \[
\frac{\ln(672 - 25.96N) + 25.96}{-25.96} = \frac{t}{25.892} + c_1 \]
and with some mathematical manipulation we can come to here:

\[
\ln(672 - 25.96N) = \frac{-25.96t}{25.892} - 25.96c_1
\]

\[
\ln(672 - 25.96N) = -1.0023t + c_2 \quad \text{where:} \quad -25.96c_1 = c_2
\]

Through exponentiation, we come up with the following equation:

Equation 5: \[|672 - 25.96N| = e^{-1.0023t+c_2} \]

Now assigning \(c_3 = e^{c_2}\), equation 5 can be simplified to:

Equation 6: \[|672 - 25.96N| = c_3 e^{-1.0023t} \]

Which can be broken further down to:

\[
672 - 25.96N = \pm c_3 e^{-1.0023t} \quad \text{and if we use the plus sign for all values of } c_3 < \frac{672}{25.96} \text{ and the minus sign for all values of } c_3 > \frac{672}{25.96}, \text{ we come up with an equation of:}
\]

Equation 7: \[672 - 25.96N = c_4 e^{-1.0023t} \quad \text{where } c_4 \text{ can be any variable } +, -, \text{ or } 0. \text{ Moreover, if we assign } c = -\frac{c_4}{25.96} \text{ and perform one more mathematical manipulation we have:}
\]

Equation 8: \[N(t) = \frac{672}{25.96} + ce^{-1.0023t}
\]

In an analysis of equation 8, we see that if either c is 0, we can see that the \(ce^{-1.0023t}\) portion of equation 8 falls to 0 and as such an equilibrium volume of N\(_2\) gas in the chamber reaches a volume of \(\frac{672}{25.96}\) or 25.889. In addition to this, by re-substituting \(-\frac{c_4}{25.96}\) into the place of c, we can plainly see that \(-\frac{c_4 e^{-1.0023t}}{25.96}\) will fall to 0 very quickly for just about any constant c with any time greater than 0 due to the large denominator stemming from the multiplication of 25.96 by \(e^{1.0023t}\).

With these analyses in hand, we were able to assess that an equilibrium volume of 25.889 Liters of N\(_2\) (99.7% N\(_2\) by volume) in the transfer box can be reached in any time greater than 2 minutes. This analysis along with mathematical method has given us confidence that our transfer box was more than adequate for handling air sensitive materials in the small quantities that we use.
A2.4 Conclusion

With this simple apparatus, many air sensitive, high quality thin-film coating precursors were successfully synthesized. Though there are many other apparatuses on the market that facilitate this type of work, this system was only a fraction of the price and proved very convenient for our purposes.
A2.5 Figures

Figure A0-1 Yield Engineering Systems (YES) 1224p Oven
Figure A0-2 Examples of polymerized silanes. (a) Three difunctional silanes, (b) three trifunctional silanes, and (c) four tetrafunctional silanes after reaction
Figure A0-3 3-aminopropyltriethoxysilane
Figure A0-4 Septum precursor vial in YES 1224P CVD Oven
Figure A0-5 a) and b) Redline RE22 Benchtop Abrasive Sand Blasting Cabinet as received c) Removal of filter, bottom plug and nozzle assembly d) Addition of stoppers and screws to seal transfer box e) Placement of bottom plates in transfer box
Figure A0-6 $\text{N}_2$ gas and exhaust connections for transfer box
Figure A0-7 Stainless steel ball float flow rate meter used to assess transfer box flow rate
**Figure A0-8** Extrapolation curves for N₂ gas inlet flow rate measurement in transfer box.
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Appendix 3: Oxidation of Aluminum Protected by Wide Band Gap MgF$_2$ Layers as Followed by X-ray Photoelectron Spectroscopy

A3.1 Statement of Attribution


A3.2 Abstract

Aluminum enjoys broad band reflectivity and is widely used as an astronomical reflector. However, it oxidizes rapidly, and this oxide absorbs very short wavelength light, which limits the performance of aluminum mirrors. Accordingly, thin transparent layers, such as films of MgF$_2$, are used to protect aluminum. In this study, we present an X-ray photoelectron spectroscopy (XPS) study of the chemical changes in MgF$_2$-protected aluminum that take place as it oxidizes (is exposed to the air). XPS reveals the rate of Al oxidation for different MgF$_2$ thicknesses as determined from measurements obtained from 5 min to 8 months of air exposure. The degree of Al oxidation depends on the MgF$_2$ over layer thickness.

A3.3 Introduction

Aluminum has unique properties and numerous applications$^1-^3$. It is generally considered to be an easy metal to work with. It has a relatively low melting point, it is ductile yet strong enough to be used in structural applications, it is lightweight, it can be alloyed, and it is unmatched in its ability to reflect light over a wide energy range$^4$. A drawback to aluminum is that its surface
oxidizes quickly. Of course, a small amount of oxide is not a limitation for most of aluminum’s applications. However, aluminum oxide, even when only a few nanometers thick, absorbs short wavelength light, which significantly limits aluminum’s ability to act as a space mirror and collect light over the widest possible wavelength range\(^{5-9}\). Because of the importance of aluminum and aluminum oxide, these materials have previously been studied by various experimental and theoretical methods, including X-ray photoelectron spectroscopy (XPS)\(^{10-15}\).

A general strategy for preventing aluminum from oxidizing while preserving its optical properties is to coat it with a wide band gap material\(^{16-19}\). These types of barrier layers, e.g., MgF\(_2\) and other inorganic salts, have been used for decades to protect aluminum reflectors, including those in the Hubble space telescope\(^5\), \(^{20-24}\). Indeed, aluminum is currently being proposed as the primary reflector for future space missions such as the LUVOIR project, which will be the flagship NASA space observatory for the 2020s and 2030s. However, in spite of the importance of protecting aluminum mirrors, we are not aware of any systematic XPS analysis of MgF\(_2\) - protected aluminum mirrors. Here we present such a study. We show that XPS can be used to follow aluminum oxidation under MgF\(_2\) layers of varying thickness, and that its oxidation rate depends on the thickness of the MgF\(_2\) over it, i.e., thicker MgF\(_2\) films result in slower Al oxidation. This document follows our recent, related conference proceedings on the spectroscopic ellipsometry (SE) analysis of the oxidation of MgF\(_2\) - protected aluminum\(^{25}\).

A3.4 Experimental

A3.4.1 Instrumentation

XPS was performed with a Surface Science SSX-100 instrument (maintained by Service Physics, Bend, OR, USA) with a hemispherical analyzer. The instrument employs monochromatic Al K\(\alpha\) X-rays. Survey scans were collected with an X-ray spot size of 800 x 800 \(\mu\)m\(^2\), an instrument
resolution of ‘4’, a nominal pass energy of 150 eV, 6 passes/scan, and a step size of 1 eV\textsuperscript{23, 24}. High resolution (narrow) scans were collected over the Al 2s region, centered at a binding energy of 120 eV, with an energy window of 40 eV, and a step size of 0.0625 eV. The number of scans ranged between 15 and 35, and the spot size was 800 x 800 μm\textsuperscript{2} with an instrument resolution of ‘3’ (nominal pass energy of 100 eV). Area ratios were calculated using the CasaXPS modelling/fitting software (Casa Software Ltd., Version 2.3.18PR1.0). SE (M-2000D, J.A. Woollam, Lincoln, NE, USA, wavelength range: ca. 190-1688 nm, CompleteEASE data analysis software) was used to measure the thicknesses of model/calibration MgF\textsubscript{2} layers on previously characterized silicon substrates. Data were acquired at 75°. Modeling was performed with the optical functions in the instrument software for MgF\textsubscript{2} (MgF\textsubscript{2}E (Sellmeier)) and Si/SiO\textsubscript{2} (Si\textsubscript{JAW} and SIO2\textsubscript{JAW}, respectively).

**A3.4.2 Deposition of Al and MgF\textsubscript{2}**

Four sets of aluminum films were deposited using a Denton (Morristown, NJ) DV-502 A thermal evaporator. This evaporator uses two independent resistance-heated sources for depositions and a rotating stage to ensure even depositions. An Inficon (Bad Ragaz, Switzerland) quartz-crystal monitor (QCM) in the chamber made in situ thickness measurements so that the system could automatically close a shutter assembly to end depositions. The thickness values from the QCM (previously calibrated) were used in this study for the MgF\textsubscript{2} thicknesses. For each sample preparation, a 1” piece of aluminum wire was placed into a tungsten resistance heater coil and a molybdenum boat was filled with ca. 15 g of MgF\textsubscript{2}. Prior to deposition, the system was pumped to a base pressure of 4 x 10\textsuperscript{-6} torr and the Al was deposited at a rate of 35 Å/sec to achieve a thickness of 150 Å. The MgF\textsubscript{2} was then immediately deposited onto the Al at a rate of 3 Å/sec.
The time for both depositions was 35 – 45 s. Immediately following the depositions of Al and MgF₂, the chamber was vented with N₂(g), which took 1.5 – 2 min. The samples were then removed and rushed to the SE and XPS instruments for analysis. Samples were timed from chamber removal to the beginning of SE or XPS analysis. Each sample was divided into multiple pieces: one piece for SE analysis and the others for XPS.

A3.5 Results and Discussion

A3.5.1 XPS Analysis

XPS is a surface sensitive technique that probes the upper 5 – 10 nm of materials. It yields elemental compositions and oxidation states. XPS Al 2s narrow scans of MgF₂ – protected Al (see Figure A3-1) were modeled by peak fitting, which is often essential in XPS data analysis because the natural line widths in XPS are often comparable to the chemical shifts for the elements.

To study the oxidation rate of Al as a function of MgF₂ thickness, we examined the Al 2s signal at ca. 118 eV. The Al 2s and 2p peaks are the most intense signals from Al. We chose the Al 2s region for simplicity, i.e., so that we would not need to consider spin-orbit splitting, which should be accounted for in Al 2p peak analysis. For the peak fitting, two types of pseudo Voigt synthetic line shapes were considered: Gaussian-Lorentzian product (GLP) and Gaussian-Lorentzian sum (GLS) functions. Ultimately, we used GLS line shapes because they fitted our data better than the GLP functions. As expected, the lower energy component in the Al 2s narrow scans attributable to the unoxidized (metallic) Al film exhibited greater Lorentzian character and was narrower than the peak that accounted for the oxide in the material – we attribute the greater width (FWHM) of the oxide signal to disorder in the oxide and phonon broadening. To obtain the best fits to the narrow scans, we varied the Lorentzian character of both fit components to
minimize the standard deviation of the residuals (STDRes) to the fit. This analysis (see Figure A3-2) yielded best values of the Lorentizian character/fraction in the GLS line shapes of 50% and 0% for the Al and Al$_2$O$_3$ fit components, respectively. These values were used in the remainder of this study.

XPS spectra of MgF$_2$ - covered Al layers were acquired as a function of time. For example, Figure A3-3 shows representative Al 2s narrow scans taken at three air exposure times.

Table A3-1 Average FWHM values, peak energy (BE) differences, and ratios of FWHM values for the Al and Al$_2$O$_3$ fit components in the Al 2s narrow scans considered in this study.

<table>
<thead>
<tr>
<th>MgF$_2$ Thickness (nm)</th>
<th>Average FWHM Al 2s Peak</th>
<th>Average FWHM Al$_2$O$_3$ 2s Peak</th>
<th>Average BE Difference Al- Al$_2$O$_3$ 2s Peaks</th>
<th>Average FWHM Ratio Al$_2$O$_3$ /Al 2s Peaks</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.82</td>
<td>1.76 ± 0.14</td>
<td>2.96 ± 0.14</td>
<td>2.49 ± 0.10</td>
<td>1.68 ± 0.09</td>
</tr>
<tr>
<td>2.20</td>
<td>1.68 ± 0.06</td>
<td>2.82 ± 0.08</td>
<td>2.59 ± 0.08</td>
<td>1.68 ± 0.08</td>
</tr>
<tr>
<td>2.30</td>
<td>1.74 ± 0.04</td>
<td>2.99 ± 0.08</td>
<td>2.46 ± 0.04</td>
<td>1.72 ± 0.06</td>
</tr>
<tr>
<td>3.08</td>
<td>1.71 ± 0.04</td>
<td>3.15 ± 0.22</td>
<td>2.75 ± 0.24</td>
<td>1.84 ± 0.16</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>1.72 ± 0.07</strong></td>
<td><strong>2.98 ± 0.13</strong></td>
<td><strong>2.57 ± 0.12</strong></td>
<td><strong>1.73 ± 0.09</strong></td>
</tr>
</tbody>
</table>

Oxidation of the Al layer is clearly taking place here, as evidenced by the steady increase in the Al$_2$O$_3$ to Al area ratio. In spite of the fact that neither the separation nor the full width at half maximum (FWHM) values for the Al and Al$_2$O$_3$ fit components were constrained in any of these fits, the average FWHM values for the Al and Al$_2$O$_3$ fit components across the fits were very similar: 1.72 ± 0.07 eV and 2.98 ± 0.13 eV, respectively, which is consistent with these peak envelopes being well described by the two proposed components. These FWHM values are within 10% of respective literature values for γ-Al$_2$O$_3$, and within 15% for Al metal$^{26-29}$. In addition, the energy difference between the Al$_2$O$_3$ and Al fit components was quite constant: 2.57 ± 0.12 eV, as
was the ratio between them (see Table A3-1). These results suggest that our model for analyzing the Al 2s peak envelope was reasonable.

Figure A3-4 shows the Al₂O₃/Al fit component ratios from MgF₂ - protected samples exposed to the air for between 5 min and 8 months. Reasonable linear fits to the data are obtained by relating the Al₂O₃/Al area ratio to the logarithm of time, as follows:

\[ \text{Al}_2\text{O}_3/\text{Al} = m \ln t + b \]

where m and b are the slope and intercept of this line. It is significant that (i) both the Al₂O₃/Al ratios and m values (slopes) are smallest for the thickest over layers of MgF₂, which confirms their ability to slow aluminum oxidation, and (ii) oxidation appears to continue over the entire exposure of the samples to the air. To further emphasize the decrease in oxidation with increasing over layer thickness, the m values (slopes) for the lines in Figure A3-4 are plotted in Figure A3-5 as functions of MgF₂ thickness.

A3.6 Conclusion

The effects of MgF₂ thickness on the oxidation rate of aluminum was determined by XPS. The raw data showed that as the MgF₂ thickness increased, the oxidation rate of aluminum decreased. Good fits to the Al 2s narrow scans were obtained with relatively few constraints. The Gaussian-Lorentzian sum functions used to model the Al₂O₃ and Al peaks in the Al 2s narrow scans had 0% and 50% Lorentzian character, respectively. Plots of the Al₂O₃/Al ratios as a function of MgF₂ thickness showed that oxidation increased in a logarithmic fashion that depended on the thickness of the MgF₂ over layer.
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Figure A3-1 Model of the stack deposited and analyzed in this study (not to scale).
Figure A3-2 The standard deviation of the residuals (STDRes) for fits of the Al 2s XPS narrow scans as a function of the Lorentzian character in the Al$_2$O$_3$ (oxide) and Al (metal) fit components. These values are the averages of fits to 27 narrow scans.
Figure A3-3 Representative Al 2s narrow scans from MgF$_2$ – coated Al as a function of air exposure time.
Figure A3-4 XPS $\text{Al}_2\text{O}_3$/Al ratios as a function of air exposure time as fit to the following lines:

- 1.82 nm MgF$_2$: $y=0.0637 \ln(x)+0.305$
- 2.20 nm MgF$_2$: $y=0.0414 \ln(x)+0.367$
- 2.30 nm MgF$_2$: $y=0.0431 \ln(x)+0.356$
- 3.08 nm MgF$_2$: $y=0.0346 \ln(x)+0.214$
Figure A3-5 Values of $m$ determined from Equation 1 and Figure A3-4. In large measure, the fit to these values here should be considered a guide to the eye.

\[ y = 0.1226e^{-0.431x} \]

\[ R^2 = 0.7854 \]
A3.9 References

Appendix 4: Real-Time Monitoring of Aluminum Oxidation Through Wide Band-Gap MgF₂ Layers for Protection of Space Mirrors

A4.1 Statement of Attribution

A4.2 Abstract
Because of its extraordinary and broad reflectivity, aluminum is the only logical candidate for advanced space mirrors that operate deep into the UV. However, aluminum oxidizes rapidly in the air, and even a small amount of oxide (as little as a nanometer) can have a noticeable, detrimental impact on its reflectivity at short wavelengths. Thin films of wide band gap materials like MgF₂ have previously been used to protect aluminum surfaces. Here we report the first real-time, spectroscopic ellipsometry (SE) study of aluminum oxidation as a function of MgF₂ over layer thickness, which ranged from 0 – 6 nm. SE data analysis was performed vis-à-vis a multilayer optical model that included a thick silicon nitride layer. The optical constants for evaporated aluminum were initially determined using a multi-sample analysis (MSA) of SE data from MgF₂ protected and bare Al surfaces. Two models were then considered for analyzing the real-time data obtained from Al/MgF₂ stacks. The first used the optical constants of aluminum obtained in the MSA with two adjustable parameters: the thicknesses of the aluminum and aluminum oxide layers. The thicknesses obtained from this model showed the expected trends (increasing Al₂O₃ layer
Aluminum is a plentiful, inexpensive metal with a myriad of applications.\(^1\)\(^-\)\(^3\) One of these is as a reflector for astronomical observation. Indeed, aluminum is the best-suited reflective coating for space mirrors because of its unmatched ability to reflect over a wide energy range, including into the deep UV.\(^4\)\(^-\)\(^5\) However, a significant challenge in working with aluminum is the speed with which its surface oxidizes in the air.\(^5\)\(^-\)\(^7\) The resulting oxide absorbs short wavelength light, which limits aluminum’s performance.\(^5\)\(^,\)\(^8\) To overcome this deficiency, wide band gap, protective coatings, e.g., MgF\(_2\), have been deposited onto aluminum mirrors.\(^9\)\(^,\)\(^10\) This approach was taken with the Hubble space telescope. That is, the goal of depositing thin, fluoride-based, inorganic layers onto aluminum mirrors is to create a robust layer that prevents (or limits) oxidation of
aluminum prior to launch while allowing adequate reflection at lower wavelengths. In order to maintain satisfactory reflectance at shorter wavelengths, inorganic fluoride barrier layers can only be ca. 3 nm thick, which still allows significant oxygen leakage. Accordingly, a number of studies have focused on developing robust, transparent passivation layers for aluminum.

For this study, we prepared and studied 0 – 6 nm protective coatings of MgF₂ on Al using real-time/dynamic spectroscopic ellipsometry (SE). Both the Al and MgF₂ were deposited by thermal evaporation. The resulting optical stacks were analyzed in real-time with scans taken repeatedly over four hours. The optical constants of extremely thin metal films can vary greatly depending on thickness, morphology, and deposition conditions. Accordingly, the optical constants of aluminum evaporated with our deposition system of the approximate thickness used in our study were obtained from a multi-sample analysis (MSA) of aluminum films coated with thick MgF₂ layers and bare, but oxide-coated, aluminum. A relatively simple model with two parameters (the thicknesses of the aluminum and aluminum oxide layers) was then applied to the dynamic data (scans repeatedly taken over four hours) obtained from each sample. The trends (rates of oxidation of aluminum) obtained in this study were reasonable. As expected, thicker MgF₂ films led to slower oxidation of the underlying aluminum. However, some of the thicknesses of the Al₂O₃ films in this modeling were unphysical – they were negative. Accordingly, a second model was applied to the data in which the parameters that governed the aluminum optical constants were varied along with the thicknesses of the aluminum and alumina layers. This model gave much more satisfactory results. Oxidation of aluminum was also confirmed and followed by X-ray photoelectron spectroscopy (XPS).
A4.4 Experimental

A4.4.1 Deposition of Al and MgF₂

Thin films of aluminum were deposited with a Denton DV-502 A thermal evaporator. This tool employs two independent resistance-heated sources and a rotating stage. The film thickness was measured and controlled in situ during the deposition using an Inficon quartz crystal monitor (QCM). For depositions, a piece of high purity aluminum wire, 1” long, was placed into a standard tungsten resistance heater coil, and ca. 15 g of MgF₂ was placed into a molybdenum boat. After the evaporator reached a base pressure of 4 x 10⁻⁶ Torr, the Al heater was turned on to achieve a deposition rate of 35 Å/sec. After 150 Å of Al was deposited, the QCM automatically closed the shutter between the deposition source and the substrate, and MgF₂ was immediately deposited at a rate of 3 Å/sec. The overall deposition of both Al and MgF₂ took 35 – 45 seconds. The substrate was not heated for these depositions – the sample was nominally at room temperature. Directly following the depositions of Al and MgF₂, the chamber was vented with N₂ gas, which took 1.5 – 2.0 minutes. The samples were then removed and rushed to the SE and XPS instruments for measurement. These transfers took approximately 5 min. The time from sample removal from the chamber to analysis was recorded.

A4.4.2 Instrumentation

SE was performed with a variable angle spectroscopic ellipsometer (M-2000D, J.A. Woollam Company, Lincoln, ME, USA, wavelength range: ca. 190-1688 nm). Series of time-dependent SE measurements were obtained using the ‘in situ’ mode of the instrument, which allowed the ellipsometer to acquire SE data from a sample every 2.3 s over a period of 4 h. Data were acquired at 75° and subsequently modelled using the CompleteEASE® SE instrument.
analysis software. The model in Figure A4-1, which shows the types of stacks prepared and studied in this work, employed optical constants that were obtained as follows. The ‘Si Substrate’ layer was modeled with the optical constants for silicon in the instrument software, and ‘Layer 1 – SiO₂’ and ‘Layer 3 – SiO₂’ were modeled with the optical constants for silicon native oxide in the instrument software. The optical constants for ‘Layer 2 – Si₃N₃’ were obtained by reformulating/reparameterizing the optical constants for silicon nitride in the instrument software as a Tauc-Lorentz and a Gaussian oscillator. The optical constants for ‘Layer 4 – Al’ were obtained from a multi-sample analysis as described below. The ‘Layer 5 – Al₂O₃’ and ‘Layer 6 – MgF₂’ layers were modeled with the optical constants for these materials in the instrument software. XPS was performed using an SSX-100 instrument with a hemispherical analyzer (maintained by Service Physics, Bend, OR, USA). The instrument employed monochromatic Al Kα X-rays and had a take-off angle of 35°. Survey scans were obtained with a spot size of 800 x 800 μm² with a resolution of 4 (nominal pass energy of 150 eV). Each survey spectrum is the average of 6 scans (passes) with a step size of 1 eV. High-resolution scans of the Al 2s peak were centered at 120 eV with a window width of 40 eV and a step size of 0.0625 eV. The spot size was again 800 x 800 μm², the resolution was 4 (nominal pass energy of 150 eV), and 20 scans were averaged to obtain each spectrum. Peak fitting was performed with CasaXPS (Casa Software Ltd., Version 2.3.18PR1.0).

A4.5 Results and Discussion

In spectroscopic ellipsometry (SE), light of a known polarization state is directed onto a surface, and changes in that polarization are detected. Through creation of models and adjustment of the parameters in them, SE can be used to determine a variety of material properties including
film thicknesses, surface roughness, and optical constants of materials. However, due to the complexity of the optical stack in the present work (see Figure A4-1), the thicknesses of the MgF2 and Al2O3 layers, as determined by SE, appeared to be correlated. Accordingly, the thickness of the MgF2 layer in each optical stack was determined separately by XPS, which was then fixed to this value in the subsequent SE modeling. The following procedure describes how these measurements and calculations were performed.

1. Different thicknesses of MgF2, which covered the range of thicknesses of interest in this study, were deposited onto shards of native oxide-terminated silicon (Si/SiO2). Prior to these depositions, the thicknesses of the native oxide layers were determined by SE using the optical constants for native oxide and crystalline silicon in the instrument software.

2. The thicknesses of the MgF2 thin films were determined by SE using the optical constants of MgF2 in the instrument software with the thicknesses of the SiO2 layers fixed to those obtained for each shard prior to the MgF2 depositions.

3. These same samples (Si/SiO2/MgF2) were then analyzed by XPS, and the areas of the Mg 2s and Si 2p peaks (all chemical states) were determined using CasaXPS. These areas were then inserted into Equation 1

\[
\ln \left( \frac{I_o}{s_o} \right) - \left[ \left( \frac{E_o}{E_S} \right)^{0.75} - \frac{1}{2} \right] \frac{t}{\lambda_o \cos \theta} - \ln 2 = \ln \sinh \left( \frac{t}{\lambda_o \cos \theta} \right)
\]

Here, \(I_o\) and \(s_o\) are the intensity and sensitivity factor respectively of the MgF2 layer, and \(I_s\) and \(s_s\) are the intensity and sensitivity factor of the substrate (Si). These sensitivity factors
(s₀ and sₘ) were obtained from CasaXPS. E₀ and Eₘ are the binding energies of the Mg 2s and Si 2p signals, respectively, and λₒ is the attenuation length of the Mg 2s photoelectrons in MgF₂. With this information, the value of λₒ was the only unknown in Equation 1. The value of λₒ was then adjusted until the two sides of Equation 1 were equal. This approach was taken with four thicknesses of MgF₂ that yielded four λₒ values, as follows: (1.6 nm MgF₂, λₒ: 6.1 nm), (2.1 nm MgF₂, λₒ: 5.3 nm), (3.3 nm MgF₂, λₒ: 4.6 nm), and (5.1 nm MgF₂, λₒ: 4.2 nm). This limited set of data suggests that as the MgF₂ film thickness increases, the attenuation length through it decreases. This would be consistent with the deposition of an increasingly dense film of MgF₂ as its thickness increases, i.e., the defects in the film may be increasingly filled in as it becomes thicker. Because most of the MgF₂ thicknesses used in this study were more than 2 nm thick, a λₒ value of 4.5 nm was chosen for this work.

4. With a value of λₒ for Mg 2s photoelectrons in MgF₂, Equation 1 was used again, but this time to solve (iteratively again) for the thickness of a MgF₂ layer. In this case, the substrate was considered to be aluminum, i.e., the entire Al 2p peak area (all chemical states) was employed. That is, XPS was performed on each optical stack to obtain the intensities of the Mg 2s and Al 2p peaks that were needed for Equation 1.

5. The results obtained from this method were within about 5% of the values predicted during each deposition by the QCM, where the QCM had previously been calibrated with MgF₂ thicknesses obtained from this material on native oxide-terminated silicon shards.

Overall, this approach should account for any run-to-run variation in the deposition of the MgF₂. The optical constants of thin metal films depend strongly on their structure and deposition conditions.¹⁴,¹⁵ Thus, it was necessary to determine the optical constants of the Al films produced.
with our evaporation system, i.e., while those in the instrument software might an appropriate starting point, it is unlikely they would be suitable for our modeling. The determination of the optical constants of aluminum was done using an MSA with (i) three Al films (nominally 15 nm thick) that were covered with thick films of MgF₂ (nominally 25 nm thick) and (ii) one bare aluminum surface (nominally 15 nm thick). These layers were deposited onto silicon nitride (Si/SiO₂/Si₃N₄/SiO₂) substrates (the nominal thicknesses of the Si₃N₄ layers in these stacks was 300 nm). The bare aluminum film was expected to have some oxide on it, i.e., it was modeled as an aluminum layer beneath an Al₂O₃ layer. For this modeling, the optical constants of Al₂O₃ from the instrument software were used. Because of the thicknesses of the MgF₂ layers here, it was assumed that they had no aluminum oxide under them. Note that the MgF₂ thickness could be determined directly by SE here because no Al₂O₃ was present. The starting point for the optical constants of Al in these analyses was the “Al (Lorentz).mat” model in our instrument software, which contains seven Lorentzian oscillators. To determine the optical constants for our evaporated aluminum, the amplitudes and breadths, but not the positions, of these Lorentzians were allowed to vary one at a time. In this analysis, the amplitude of one of the Lorentzians went to zero so it was omitted. Prior to the deposition of Al and MgF₂, the thicknesses of the layers in the substrate (from the ‘Si Substrate’ through ‘Layer 3 – SiO₂’ layer) had been measured, modeled, determined, and then fixed.

To study the MgF₂ passivation of aluminum, Al (nominal thickness of 15 nm) and then MgF₂ (different thicknesses) were deposited onto fully characterized Si/SiO₂/Si₃N₄/SiO₂ substrates. These Si/SiO₂/Si₃N₄/SiO₂/Al/MgF₂ stacks were then removed from the evaporation chamber, which ‘started the clock’ for the sample. As quickly as possible, each sample was moved to the ellipsometer, and a four-hour run was commenced that repeatedly collected SE data from
the sample. The stack was then analyzed by XPS to determine the thickness of its MgF₂ layer. Two models were finally used to analyze each four-hour set of SE data.

**Table A4-1** Results from the two models used to analyze the dynamic sets of SE data generated in this study.

<table>
<thead>
<tr>
<th>MgF₂ Thickness</th>
<th>Model 1 MSE</th>
<th>Model 2 MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000 nm</td>
<td>1.200</td>
<td>0.315</td>
</tr>
<tr>
<td>1.726 nm</td>
<td>0.754</td>
<td>0.410</td>
</tr>
<tr>
<td>2.096 nm</td>
<td>15.491</td>
<td>1.385</td>
</tr>
<tr>
<td>2.847 nm</td>
<td>3.275</td>
<td>2.930</td>
</tr>
<tr>
<td>3.550 nm</td>
<td>300.000</td>
<td>7.623</td>
</tr>
<tr>
<td>3.554 nm</td>
<td>1.234</td>
<td>0.370</td>
</tr>
<tr>
<td>4.322 nm</td>
<td>0.754</td>
<td>0.315</td>
</tr>
<tr>
<td>4.544 nm</td>
<td>16.961</td>
<td>3.515</td>
</tr>
<tr>
<td>5.358 nm</td>
<td>0.833</td>
<td>0.252</td>
</tr>
<tr>
<td>5.974 nm</td>
<td>33.685</td>
<td>5.813</td>
</tr>
<tr>
<td>Samples w/neg. Al₂O₃ Thicknesses</td>
<td>6 of 9</td>
<td>2 of 10</td>
</tr>
<tr>
<td>Samples that could not be fit</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

The first SE model (Model 1) was based on (i) previous characterization of the Si/SiO₂/Si₃N₄/SiO₂ substrates with all layer thicknesses and optical constants fixed, (ii) the optical constants that had been generated for a ca. 15 nm Al film in the four-sample MSA described above, (iii) the optical constants of Al₂O₃ that were in the instrument software, and (iv) the thickness of MgF₂ that had been determined by XPS and the optical constants of MgF₂ from the instrument software. Thus, there were only two unknowns in Model 1, which were the thicknesses of the Al and Al₂O₃ films (see again Figure A4-1). This model was applied to each set of dynamic data collected in each four-hour analysis from 10 samples with different MgF₂ thicknesses.

Table A4-1 presents the mean squared error (MSE) value of the fits obtained with Model 1 for each of these samples. It is clear here that some of the data sets are well fit (lower MSE values), while others are poorly fit (higher MSE values). Table A4-1 also reports that with Model
one of the samples could not be fit (the one with an MSE of 300), and 6 of the remaining 9 samples showed at least some Al₂O₃ thicknesses that were negative, which is obviously unphysical. Indeed, Figure A4-2 shows representative results from Model 1 for two samples with different MgF₂ thicknesses that gave positive and negative thicknesses for the Al₂O₃ layer.

In spite of the fact that Model 1 predicted negative Al₂O₃ thicknesses for a significant fraction of the samples, all of the Al₂O₃ and Al thicknesses for the samples that could be fit showed the same trends, which were increasing Al₂O₃ thicknesses and decreasing Al thicknesses. In particular, it was found that the plots of the Al₂O₃ thicknesses vs. time for the different samples were approximately straight lines, and that they could be reasonably fit to equation of the form:

\begin{equation}
    t_{\text{Al}_2\text{O}_3} = k \ln t + b
\end{equation}

where \( t_{\text{Al}_2\text{O}_3} \) is the thickness of the Al₂O₃ film, \( t \) is time, \( k \) represents the rate of oxidation of the sample, and \( b \) is the y-intercept of the line. Figure A4-3 shows the values of \( k \) that were thus obtained as a function of the MgF₂ thickness in the samples. It is clear that \( k \) decreases as the thickness of the MgF₂ over layer increases, which is the expected behavior for this system.

The negative thicknesses for Al₂O₃ predicted by Model 1 are somewhat disconcerting. We reasoned that perhaps this model was giving unphysical results for this layer because we were requiring the same optical constants for Al to be applied to all the stacks – we previously noted that optical constants for extremely thin metal films are \textit{not} constant. Accordingly, a second SE model/approach (Model 2) was developed in which the optical constants of Al were determined/allowed to vary for each sample (the amplitudes and breadths, but not the center energies, of all the Lorentzians varied). The thicknesses of the Al and Al₂O₃ layers also varied in this model. The lower MSE values for Model 2 (see Table A4-1) suggested that this approach more closely represented each material. In other words, the improved MSE values support the idea that
the Al optical constants vary between the samples. Two other indications that Model 2 is an improved representation of our materials are that all of the samples could be fit with Model 2, and only 2 of the 10 samples showed negative Al₂O₃ thicknesses. Plots of Al₂O₃ thickness vs. the log of time were again found to be quite linear and were fit with Equation 2. The resulting k values are plotted in Figure A4-3. It is significant that they are nearly identical to those obtained with Model 1. That is, these results suggest that the decrease in k observed with increasing MgF₂ thickness is not an artifact of either measurement.

**A4.6 Conclusions**

We have shown real time (dynamic) SE analysis of ten MgF₂ - coated aluminum thin films. The MgF₂ thicknesses were determined by a combination of XPS and SE. The optical constants of the Al films were initially estimated via an MSA of similar materials. Two different models were employed to work up the Al₂O₃ thickness vs. time data generated from the dynamic SE analyses. While the second model gave more physically reasonably results, both made nearly identical predictions of the rate constants for Al oxidation beneath MgF₂ coatings.
**A4.7 Figures**

**Figure A4-1** Representation of the optical stacks prepared and analyzed in this work. The bottom layers up through Layer 3 represent the Si/Si$_3$N$_4$ substrate. Layers 4 and 6 represent the Al and Mg deposited on the substrate. Layer 5 represents the oxidized Al that forms on the Al layer.
Figure A4-2 Thicknesses of Al₂O₃ and Al determined by Model 1 from two representative samples that showed negative (a) and positive (c) Al₂O₃ thicknesses. Also shown are the Al thicknesses obtained as a function of time for these surfaces.
Figure A4-3 Values of k determined from Equation 1 from data generated from Models 1 and 2 employed in this study
A4.8 Future Work/Publication

A more complete treatment of these and other results is being written. It will include XPS analysis showing oxidation of aluminum vs. time and more advanced SE modeling.
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