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Figure 6.11: Clock cycles versus security monitor period.
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Figure 6.12: Percentage of total clock cycles lost for attestation.
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Figure 6.13: PRT-Attestation Processor Utilization.

One drawback of our method for probing the PC is that extraneous code will only be de-
tected as long as it is currently running when a system measurement takes place. For example, if
malicious code is placed in some unused portion of memory, it will be detected only if we happen
to probe the PC while the malicious code is being executed. Imagine a compromised application
where approximately 10% of the CPU time is spent in malicious code. On average, it would take
10 PC probes to detect the malicious code.

We perform an experimental test where we reduce the number of addresses in PCiegal by
10%. In other words, one-tenth of the program addresses are now deemed illegal. We do this to
simulate a program that spends a small fraction of its execution time in “malicious” code. We then
compute the average time required to detect an illegal PC value over 50 runs of our test program.
As a reminder, the test program plays 10 complete games of tic-tac-toe. The results are shown in

Figure 6.14. We also plot the expected average time to detect an illegal PC value.
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Figure 6.14: Average Time To Detect Illegal PC versus security monitor period.

There is a possibility that the malicious code and security monitor period could become
synchronized in such a way that the malicious code never gets detected. In other words, there
is a chance that the PC probe always occurs while the malicious code is not running. To help
mitigate this concern, the security monitor period could be set to a pseudo-random value after each

measurement is made.

6.3 Discussion

From the functional and performance results, we demonstrated that our attestation frame-
work can be applied to various types of hardware systems. From our results, DMA-Checksum
is clearly advantageous over PRT-Checksum. The increased overhead and additional complexity
due to the tight timing requirements in PRT-Checksum make it inferior to DM A-Checksum, but
sufficient (given proper security monitor period selection) for systems without DMA capability.

Ultimately, we have demonstrated the flexibility and feasibility of our framework.

64



6.4 Analysis

In this section we present an analysis of the attestation framework. First, we present a
protocol analysis with regard to the security properties discussed in Section 2.3. We then present a
security analysis with respect to the threat model defined in Chapter 4. Finally, we discuss benefits

and limitations of the proposed attestation framework.

6.4.1 Protocol Analysis

1. Measurement Diversity. We have shown how measurement diversity can be achieved through
both a checksum of executable code and PC monitoring. Because the secure domain is
implemented in programmable logic, a system designer could easily extend the framework
to include additional measurements specific to the platform. For example, some embedded
devices contain memory mapped configuration registers that are accessed through reads and
writes to specific memory addresses. In a similar fashion to the memory checksum, one

could create a checksum of configuration register contents.

2. Domain Separation. Our attestation protocol achieves strong domain separation by imple-
menting the secure domain in FPGA hardware. It is possible that a software vulnerability
could allow FPGA bitstream modifications, but as mentioned previously, bitstream security

is beyond the scope of this thesis.

3. Self-Protection. The secure domain acts as a root of trust because it is implemented in
hardware. Therefore we can assume that it boots up into a secure state. We believe that our
implementation is small enough that it could possibly be formally verified, but this is left for

future work.

4. Exclusive Key Access. Cryptographic keys are not externally accessible to anything outside

the security monitor. The application domain is physically barred from key access.

5. Immutability. In DMA-Attestation, the protocol is immutable because attestation function-
ality resides purely in hardware. PRT-Attestation on the other hand, does contain some mu-
table components, but is designed in such a way that the secure domain can detect tampering

of these components.
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6. Controlled Invocation. The protocol described in Section 5.2.7 prevents unauthorized parties
from initiating attestation by requiring a password and valid session token. Using sufficiently
strong encryption and PRNG algorithms make it computationally infeasible for an adversary

to forge an attestation request.

6.4.2 Security Analysis

1. Software Vulnerabilities. Even with careful security design practices, it is impossible to
predict how an attacker might attempt to abuse and exploit a system. The attestation protocol
presented here does not prevent software vulnerabilities, but it does provide a means whereby

we can remotely detect compromise.

2. Denial of Service. Denial of service attacks are a major security issue and continue to grow
in prevalence. We believe that the remote attestation protocol presented here could help
combat denial of service attacks by providing a means to detect botnet malware, such as

Mirai, that often goes unnoticed on a device.

3. Buffer Overflow. The attestation protocol presented here does not prevent buffer overflows,
but as previously mentioned, it provides a reliable protocol to detect adversarial tampering.

However, it is possible that remote attestation could serve as a deterrent to attempted exploits.

4. Replay Attacks. Section 5.2.7 thoroughly describes how replay attacks are prevented in our

attestation framework.

5. Return Oriented Programming. Unfortunately, the attestation framework presented here does
not protect against ROP techniques. This is because ROP takes advantage of code that al-
ready exists on the system without modifying the executable. Additionally, the PC will be

executing instructions within the legal range, so this approach cannot detect ROP exploits.

6.4.3 Benefits

Flexibility
One of the major advantages of the attestation framework presented here is that it can

easily be updated or adapted to suit various types of systems. We have already demonstrated
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how PRT-Checksum can be used for systems without DMA, and DMA-Checksum for those with
DMA capability. Security is largely a “cat and mouse” game, meaning that the idea of security
is constantly changing and adapting. A “secure” system may suddenly be made insecure by the
discovery of a new vulnerability, at which point the system designers may be able to make it
secure again by patching the vulnerability. The ability to update the security monitor and other
secure domain components is extremely advantageous. If a previously unknown vulnerability
is discovered, the FPGA can be updated to close the vulnerability. However, the FPGA update
process itself may present new security vulnerabilities, but this is beyond the scope of this thesis.
Secure remote update mechanisms are an entirely different area of research.

Cryptographic algorithms have a finite lifetime. As computational power increases and be-
comes cheaper, cryptographic algorithms must be updated and strengthened to resist compromise.
If current cryptographic algorithms become deprecated and new ones replace them, it would be
relatively easy to update the attestation framework to utilize the latest algorithms. This could per-

haps even be achieved remotely, through secure remote update processes.

Low Overhead

We have shown that DMA-Checksum attestation incurs a very small performance penalty
on a system (.001%), and below a certain execution frequency, PRT-Checksum also incurs low
system overhead. In an ideal system with DMA capability, the security monitor operates with min-

imal processor intervention and therefore essentially negligible overhead.

Fast Verifier-Prover Response Time

In essence, attestation is continually taking place in our attestation protocol. The security
monitor periodically makes system measurements and determines security status. Therefore, when
a verifier sends an attestation challenge, it is essentially just querying the current security status
within the security monitor. This means that the verifier does not have to wait for the prover to
compute a proof, as is common in many attestation protocols. This is especially beneficial for large
programs, where (as demonstrated in Section 6.1.1) the time to generate a memory checksum is
non-trivial. This is especially important for user-facing applications where response time is crucial

to user experience.
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6.4.4 Limitations

Cost
The major drawback to this attestation framework is the added cost of the FPGA. However,
SoCs integrating FPGAs with a processor are becoming more commonplace. As the cost of FP-

GAs s decline, we believe that FPGA cost will become less of an issue in the near future.

Power

A major consideration in embedded systems design is power draw. Mobile phones and
other devices that run on battery power dominate our daily lives. Obviously, battery powered
devices must be designed so as to maximize battery life. Our attestation framework may not be
well suited to battery powered devices, but a thorough power study would be required to make any
claims in this regard.

The addition of an FPGA to an embedded system will inevitably consume more power than
one without. However, low-power FPGAs do exist and FPGA designs are continually improving

and becoming more power efficient.

Bitstream Security

We briefly mentioned the issue of bitstream security in Section 5.2.1. For this attestation
protocol to be secure, it is imperative that the bitstream be immutable. If an adversary is able to up-
load or modify the bitstream, therefore modifying the secure domain, then we can no longer make
secure claims about our system. Methods to ensure trust in FPGA bitstreams have been explored

and are an active area of research [17], [49], [50].

Single Process Systems

Currently, this protocol is only suitable for single process systems with a single thread of
execution. Therefore, a system requiring an operating system (OS) would not be well suited for
this type of attestation. An OS will determine where to load an executable into memory (rather
than a linker script); therefore the task of calculating PCegal becomes problematic. It could still be
possible to perform DMA-Checksum on a device running an OS, but the security monitor would

need to have information regarding the executable location in memory.
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CHAPTER 7. CONCLUSION

Cyber-crime is at an all time high, and will likely become more commonplace. More and
more devices are being built with Internet connectivity, opening them up to cyber attacks. These
devices are often designed without security in mind, leaving them vulnerable to attack. The work
in this thesis builds upon previously proposed attestation techniques, namely SWATT and FPGA-
Based Remote Code Integrity Verification, to provide a flexible framework for remote attestation

of Internet connected embedded devices.

7.0.1 Contributions
The main contributions of this thesis are summarized as follows:
o A flexible remote attestation framework that is adaptable and extensible.

e A proof-of-concept implementation of the framework to demonstrate feasibility. The imple-
mentation successfully detects tampered executables and unauthorized code stored in mem-

ory.
e Demonstration of adaptability to systems with different hardware features.
e A study of the performance impact of various security monitor periods.

e A survey of embedded systems security and proposed attestation techniques.

7.0.2 Future Work

As mentioned in the previous chapter, our framework is vulnerable to ROP techniques. An
area of future work would be to build in resistance to ROP, perhaps through implementations of

existing ROP defense mechanisms. Also, because the security monitor frequently probes the PC,
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it may be possible to construct some type of histogram or control tree, representing the histor-
ical execution path. Using this data, the security monitor could possibly predict if control flow
seems unusual, hence detecting ROP exploit. We are unsure if this is feasible in FPGA hardware,
however, or if a secure co-processor would be required for such a task.

Another interesting area not explored in this paper would be the power impact of the pro-
tocol. We have demonstrated correct functionality and feasibility of the protocol, but if power
requirements are too steep, it may not be of much utility to embedded systems designers wishing
to optimize for battery life.

With the growing popularity of operating systems such as Linux, the attestation framework
presented here would be even more useful if it could be adapted to work with multi-process oper-
ating systems. This would require the security monitor to have some knowledge regarding the OS
memory management, so as to allow the security monitor to construct checksums of the correct
memory regions.

Currently, many of the security monitor parameters (such as shared symmetric keys, PCjegal,
etc.) must be hard-programmed into the FPGA bitstream. A configuration protocol that would
allow a verifier to update security monitor parameters could be extremely beneficial to the frame-
work. Additionally, a key exchange protocol such as Diffie-Hellman would be useful for updating

the shared keys in a secure manner.
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