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ABSTRACT

A Compact Phased Array Radar for UAS Sense and Avoid

Jonathan Cullinan Spencer
Department of Electrical and Computer Engineering, BYU

Master of Science

As small unmanned aerial systems (UAS) are introduced into the national airspace,
measures must be introduced to ensure that they do not interfere with manned aviation and
other UAS. Radar provides an attractive solution because of its inherent range accuracy
and because it works in diverse weather and lighting conditions. Traditional radar systems,
however, are large and high power and do not meet the size, weight and power (SWaP)
constraints imposed by UAS, and fully integrated automotive solution do not provide the
necessary range. This thesis proposes a compact radar system that meets both the SWaP
and range requirements for UAS and can act as a standalone sensor for a sense and avoid
system (SAA).

The system meets the field of view requirements motivated by the UAS sensing
problem (120◦ × 30◦) and tracks targets in range and azimuthal angle using a four element
phased array receiver. The phased array receiver implements real time correlation and
beamforming using a field programmable gate array (FPGA) and can track multiple targets
simultaneously. Excluding antennas, the radar transceiver and signal processing platform
weighs approximately 120g and is approximately the size of a whiteboard eraser (2.25in
× 4in × 1in), which meets the payload requirements of many small (<25kg) UAS. To our
knowledge, this is the first real time phased array radar that meets the sensing and SWaP
requirements for small UAS.

Our testing was done with the radar system on the ground, aimed at airborne UAS
targets. Using antennas with a gain of 12 dB, and 800 milliwatts of transmitted power, the
system detects UAS targets with a radar cross section of less than 0.1 m2 up to 150 meters
away. The ground based system demonstrates radar detectability of extremely small UAS
targets, and is scalable to further ranges by increasing antenna gain or adding additional
elements. Based on our success in detecting airborne UAS, we conclude that radar remains a
feasible option for a UAS collision avoidance sensor.

Keywords: FMCW, Radar, Phased Array, UAV, UAS, Sense and Avoid
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CHAPTER 1. INTRODUCTION

1.1 Motivation

Radar has now existed in some form or another for a little over a century. At its core,

radar is any system that reflects electromagnetic waves off objects in order to learn something

about them. Radar systems can use echoes to determine the distance between the object

and the observer, the velocity at which the object is traveling, or physical properties of the

object like its shape or material makeup. The word radar initially derived from an acronym

for RAdio Detection And Ranging, but the ubiquity of the acronym transformed radar into a

word of its own.

Radar did not receive much attention until WWI and WWII, when it was discovered

that radar could provide an early warning for intruding aircraft. During this period, it

became the focus of major research by all the world powers, each hoping to gain a competitive

advantage over the other. After the world wars, however, it stabilized and became the basis

for modern air traffic control. Until recently, the majority of modern radar research was done

by the military, developing very large phased array radar systems capable of detecting small,

incoming missiles from hundreds of miles away.

Within the last decade, however, radar has experienced somewhat of a resurgence due

to the advent of monolithic microwave integrated circuits or MMICs. Microwave circuits of

the past were made up of bulky waveguides and heavy ferrite components, but now most

microwave systems can be implemented on a single printed circuit board (PCB) with a few

MMICs. The miniaturization of RF components and computing devices has now opened

up potential applications for radar beyond military and commercial aeronautics. Radar is
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now being used in short range applications, primarily in the automotive industry, but also in

surveillance and motion detection.

The field of aeronautics has experienced a similar technological revival with the advent

of unmanned aerial vehicles (UAVs). UAVs or drones have been used in military applications

for the past decade, but the most recent applications of UAVs have been in the civilian sector.

Amazon caught the world’s attention in December 2013 when it unveiled a plan to use drones

to deliver packages to customers’ doorsteps. Since then, several companies including Google

and Facebook have started projects to develop unmanned aerial systems (UAS) that integrate

UAVs with guidance technology to perform specialty tasks. Low cost civilian UAS offer a

viable solution to many problems of scale, including search and rescue, pipeline surveillance,

agriculture, disaster site exploration, and more. However, in order for UAS to integrate

smoothly into current manned air traffic, they must have a way of reliably avoiding collision

with current air traffic and other UAS.

Aeronautical navigation falls within two classes: cooperative detection and non-

cooperative detection. Cooperative detection systems such as the Traffic Collision Avoidance

System (TCAS) and Automatic Dependent Surveillance-Broadcast (ADS-B) rely on commu-

nication between aircraft. Approaching aircraft use pre-defined communication schemes to

transmit information such as their position, heading, and velocity. In TCAS, this information

is given when interrogated, and in ADS-B, this information is openly broadcast on a regular

interval. For the majority of manned air traffic there are regulations in place that require the

implementation of a cooperative system, but most UAVs currently fall within a size and weight

class that does not require them to implement these safety measures. This situation requires

non-cooperative aircraft detection, which relies on sensors to provide information about

intruding aircraft rather than communication from the aircraft themselves. Non-cooperative

systems tend to offer less accuracy than cooperative systems, but they guarantee safe flight

under more general circumstances [2].

Sensor requirements for non-cooperative navigation systems vary widely and are highly

dependent on the application. For UAS sense and avoid (SAA) systems, the sensor should
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be able to detect targets in diverse lighting conditions within a few kilometers. The need to

operate the sensor in diverse weather and lighting conditions limits the potential solution to

active sensors. An active sensor is any system that excites its surroundings with some sort of

pulse, then uses the response to that excitation to determine properties of its surroundings.

Ultrasound, LIDAR and radar are examples of active sensors, while optical or infrared

cameras are considered passive sensors. Ultrasonic sensors are cost effective and can provide

an efficient solution for indoor navigation, but their range is limited to 5-10 meters, making

them unsuitable for outdoor UAS. LIDAR is also a promising solution that offers high range

and angular accuracy, but systems designed for more than 100 meters do not meet the size,

weight, and power (SWaP) requirements for small UAS. The advent of autonomous cars that

use LIDAR as a primary sensor may drive research in this area, making LIDAR more feasible

for aeronautical applications.

Radar has performed so well for aeronautics over the past fifty years because it is

inherently good at giving precise range estimates in diverse lighting and weather conditions.

However, the current aeronautical radar systems are much too large to be used in UAS and

automotive radar systems do not provide sufficient range [3]. The goal of this research is to

show that radar is a good option for UAS by creating a radar system that meets the sensing

and payload requirements of small UAS.

1.2 Literature Review

Radar is just one of many viable sensor options for UAS. Contarino, et al. provide

a nice summary of sensor possibilities for larger aircraft and compare the advantages and

disadvantages associated with each modality [2]. The majority of work in UAV collision

avoidance is done using vision based or electro-optical sensors because they meet the SWaP

restrictions imposed by UAS. Computer vision techniques allow the vision data to be exploited

both for flight stability [4] and collision avoidance [5]. However, radar is a very attractive

alternative to vision based sensors because it provides long range sensing in diverse weather

and lighting conditions.
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Since it is more than 50 years old, radar is a very mature technology that is well

represented in the literature [1, 6]. However, progress in microwave integrated circuits has

introduced fresh work on the subject, producing a full frequency modulated continuous wave

(FMCW) radar transceiver on a single integrated circuit [7]. In addition to miniaturization,

the quality of FMCW radar systems has also improved because of advancements in data

converter technology, which make use of direct digital synthesis and phase locked loops to

produce linear chirps with low phase noise [8].

Because autonomous unmanned aerial systems have become a widely researched topic

in just the last decade, the use of radar in this application is a relatively young field of research.

Using radar simulations, Kwag, et al. determined that FMCW radar is a potentially good

option for UAV collision avoidance [9]. The group led by Kemkemian at Thales Airborne

Systems in France did an in-depth study of the different radar possibilities and concluded

that an FMCW radar at X band provides the most ideal characteristics for UAV sense and

avoid systems [10]. Kemkemian, et al. proposed a MIMO radar architecture in order to

determine angle of arrival information in elevation and azimuth [11, 12].

Some of the first airborne test results for sense and avoid were shown by Itcia, et al.,

who implemented an SAA radar on a Cessna that was capable of detecting larger aircraft [13].

Their work further validated the use of X-band, and confirmed that flood light illumination

of the transmitter with digital beamforming on the receiver is an effective way to determine

angle of arrival in a fully static system. The first radar system mounted on a UAV in the

small UAS weight class (<25 kg) was the system built by Moses, et al. Their system was a

CW radar that identified aircraft using their Doppler signature, but provided no range data

[14]. Shi, et al. built an FMCW radar for use in the same weight class using only off-the-shelf

components to provide range detection for sense and avoid. Their system processed data using

a 2D-FFT to provide instantaneous range and Doppler information [15] and demonstrated

good performance in bench top testing scenarios [16].

The current work demonstrates both the feasibility and potential for a UAV collision

avoidance radar sensor, however to this point there is little in in the way of published data
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that demonstrates detection of small UAS from a platform that meets the SWaP constraints

of small UAS.

1.3 Contributions

This radar builds upon the previous work in the field and to our knowledge is among

the smallest fully portable phased array radar systems with a full digital beamforming back

end. It has a form factor that allows it to fit on very small UAS and can be run off of a

battery. With it, we have produced some of the first flight results that provide range and

angle estimations of small (<25kg) UAS using a radar.

Some unique elements of our design are:

• A phased array digital back end based on a real-time correlator and beamformer.

• A CPWG Wilkinson splitter that performs an efficient 0◦ split using minimal board

space.

• An IF filter design that helps to mitigate the phase noise introduced by coupling

between the transmitter and receiver and reduces the dynamic range of the system.

• A clutter rejection filter that uses the Levinson algorithm to subtract background

reflections.

Although many of the contributions from the radar perspective are incremental, this

work also provides insight to the UAS detect and avoid community. Together with the BYU

MAGICC lab we have produced several papers that use radar models in sense and avoid

simulations to demonstrate the feasibility of radar as a standalone SAA sensor[17]. The flight

results in this work validate those findings and encourage further work on the subject.

1.4 Overview

This paper is organized as follows. Chapter 2 gives an introduction to the fundamentals

of radar, noise, and phased arrays. Chapter 3 explains the hardware aspects of the system,

5



both for the transmitter and the receiver. It explains many of the revisions of the design

and lessons learned in arriving at the final design. Chapter 4 explains the software aspects

of the system and walks the reader through each step of the digital signal processing. The

experimental results and analysis are given in Chapter 5, and conclusions are drawn in

Chapter 6.
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CHAPTER 2. BACKGROUND

Radar systems can be broadly categorized as either pulsed radar systems or continuous

wave (CW) radar systems. Pulsed radar systems are covered in great detail by many textbooks

because they make up the majority of commercial and military radar systems. The air traffic

control system that has existed for the last half a century is based entirely on pulsed radar

systems which use a basic coded pulse waveform to request identification information from

the aircraft. Pulsed radar systems also use other types of modulation, such as linear frequency

modulation (LFM) and methods such as pulse compression to achieve a higher signal to noise

ratio (SNR).

Although modulated pulsed radar shares some of the same mechanisms and propagation

effects as CW radar, there are some key differences. Continuous wave radar is generally used

in small, short range, low-cost applications. Perhaps the most well known continuous wave

radar application is that of police radar, which transmits a constant tone and relies on the

Doppler shift of the signal to determine its velocity. While CW radars are inherently powerful

detectors of velocity, they are unable to detect range without some sort of modulation to the

transmitted waveform. Like pulsed radar, CW radar is able to apply coded phase modulation

or linear frequency modulation in order to extract this additional information.

2.1 FMCW Radar

Frequency Modulated Continuous Wave (FMCW) radar is the most common type of

CW radar. Frequency modulation introduces time variation to the waveform, which allows

the radar to track range as well as velocity. Because FMCW radars transmit and receive

simultaneously, they are limited in the amount of maximum transmit power that is used

in order to prevent bleedthrough. As a result, FMCW radars are generally used in small,
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short range applications. Many auto manufacturers are beginning to integrate FMCW radar

systems as part of adaptive cruise control systems, which could soon make FMCW radar the

most common type of radar system in use. FMCW radar is ideal for use in UAV collision

avoidance because it can provide the required detection radius with high range accuracy in a

small, low-cost sensor.
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(a) Radio frequency spectrogram of triangular FMCW chirp
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(c) Time domain voltage amplitude plot of sawtooth FMCW
chirp

Figure 2.1: The triangle FMCW chirp (a) and the sawtooth FMCW chirp (b) are the most
common waveforms used in FMCW. They consist of a sine wave whose frequency increases
or decreases at a constant rate. The frequency chirp is seen in the spectrograms (a) and (b)
as a straight line with a constant slope. The frequency chirp is shown in the time domain for
the sawtooth chirp in Fig. (c).

The most common type of FMCW waveform, and the one used in this system, is

a linear frequency modulation waveform. This is generally achieved by either a sawtooth

modulation or a triangular modulation, as is shown in Fig. 2.1.
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Target A

Target B

Figure 2.2: A typical test setup for the radar system. The radar system is stationary, and is
aimed either at the ground or the sky, depending on what is being detected. In this case,
the targets are two simple UAVs hovering in a stationary position. The transmitted waves
are shown in blue, and the reflected echoes off the targets are shown in red. This figure
corresponds with the data shown in Fig. 2.4.

Waveform
Generator

ADCFFT

LPF Mixer LNA

Coupler PA

Figure 2.3: A simplified block diagram of an FMCW radar system.
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(a) RF Spectrogram of the transmitted (blue)
and received (red) chirp for two targets. The
target’s distance determines the time delay τ , so
the echo time for the farther target (B) is longer
than for the closer target (A). For a linear fre-
quency chirp, the beat frequency fb is constant
over the duration of the chirp.
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(b) Spectrogram of the received signal after the
mixer and low-pass filter. This plot shows the
frequency difference between the transmitted
and received waveforms in plot (a). In a spectro-
gram, a constant frequency sine wave appears
as a horizontal line, so the beat frequencies for
A and B are horizontal lines.
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(c) Time domain plot of the received signal
on the output of the mixer after it has passed
through the low-pass filter. This is the same data
from plot (b), but represented in the time do-
main. Targets A and B each produce sine waves
of constant frequency, and their sum, shown in
the bottom plot, is the time domain signal seen
at the low-pass filter output.
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Target A Target B

(d) Frequency spectrum of low-pass filter output.
This plot is the result of taking the Fourier trans-
form of the “Sum” waveform in plot (c). The
Fourier transform shows the frequency content
of a signal, which now distinguishes targets A
and B. Each frequency corresponds to a different
range, so from this plot the targets’ ranges can
be extracted.

Figure 2.4: The signal flow through an FMCW radar system for two point targets in the
setup shown in Fig. 2.2. The plots are scaled to show the returns from a single transmitted
chirp.
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Radar determines distance using the speed of light time delay from when the waveform

is transmitted to when it reflects off the target and returns. This echolocation mechanism is

easily apparent in pulsed radar systems where the time delay corresponds directly with the

output of the receiver antenna, but in FMCW radar the relationship is more subtle. In FMCW

radar, the received waveform overlaps almost entirely with the transmitted waveform. While

the time delay is not readily apparent as in pulsed radar, the time delay in FMCW radar

leads to a shifted version of the transmitted waveform. If the slope of the frequency change is

linear, then a constant time delay will result in a constant frequency difference between the

transmitted and received waveforms for the duration of the chirp. This relationship is visible

in Fig. 2.4a and 2.4b. The frequency difference is a linear function of the time delay and the

range to the targets. Through the operations of mixing, low pass filtering, and taking the

fast fourier transform, the output is readily visible. This simple block diagram is shown in

Fig. 2.3 and a basic test configuration is shown in Fig. 2.2.

2.1.1 Stationary Point Target

The following is a mathematical derivation of key FMCW equations for a stationary

point target separated from the radar by a distance R. Consider a frequency that is increasing

linearly in time with a rate of increase α,

f(t) = f0 + αt. (2.1)

It can be seen from Fig. 2.4a that α is the ratio of the radio frequency (RF) modulation

bandwidth BRF and the chirp period Tc, i.e. α = BRF/Tc. Phase is found by integrating

frequency, so the changing phase of the chirp is given by

φ(t) = 2π

∫ t

0

f(t)dt = 2π

(
f0t+ α

t2

2

)
+ φ0, (2.2)
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where φ0 is the initial phase of the oscillator at the beginning of the chirp. A single chirp in

the continuous train can be represented by this time gated cosine.

s(t) =
√
Pt cos(φ(t)) =

√
Pt cos(2πf0t+ παt2 + φ0), for 0 ≤ t ≤ Tc (2.3)

The pulse travels the distance R to the target and is reflected resulting in a two-way time

delay

τ =
2R

c
(2.4)

or if the pulse is traveling inside a dielectric with dielectric constant εr, then the time delay

becomes

τ =
2R
√
εr

c
. (2.5)

The received waveform can be seen as an attenuated, time delayed version of the

transmitted waveform as is shown in Fig. 2.4a with additive white Gaussian noise (AWGN)

denoted by n1(t) and attenuation factor denoted as
√
Pr/Pt. Substituting in the time delay

τ , we get

r(t) =

√
Pr
Pt
s(t+ τ) + n(t)

=
√
Pr cos(2πf0(t+ τ) + πα(t+ τ)2 + φ0) + n1(t), 0 ≤ t ≤ Tc. (2.6)

The mixing operation multiplies the two signals. Using the law of cosines, signal at the

output of the mixer is

m(t) = s(t)r(t) =

√
PrPt
2

cos(4πf0t+ 2πf0τ + 2παt2 + 2παtτ + πατ 2 + 2φ0)

+

√
PrPt
2

cos(2πf0τ + 2παtτ + πατ 2) + n2(t), 0 ≤ t ≤ Tc. (2.7)

The mixer output m(t) has two signal terms, one corresponding to the sum of the frequencies

and the other corresponding to the difference between the two frequencies, which, as is shown

in Fig. 2.4a, contains the echo time delay information. The term n2(t) is the downmixed
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version of the noise, which after filtering becomes n3(t) and will be explored later in greater

detail. The operation of low pass filtering extracts the wanted information and results in the

final expression, which includes the total system power gain including mixing losses from the

antenna output to the ADC input, Gs. The final expression for the received signal is

x(t) =
√
GsPr cos(2π

fb︷︸︸︷
ατ t+

φb︷ ︸︸ ︷
2πf0τ + πατ 2) + n3(t), for τ ≤ t ≤ Tc. (2.8)

Notice that x(t) is a time gated cosine with constant frequency fb = ατ and constant phase

φb = 2πf0τ + πατ 2. The initial phase offset of the transmitted waveform is not present in

x(t), and the phase term is only a function of the time delay and the system parameters.

The term fb is referred to as the FMCW beat frequency for a single target.

The distance to the target can be found by substituting Eq. (2.4) into the equation

for fb,

fb = ατ =
2RBRF

c0Tc
(2.9)

R =
fbc0Tc
2BRF

. (2.10)

The signal can be analyzed using the Fourier transform to produce the following:

X(f) =

∫ ∞
−∞

x(t)e−j2πftdt

=

√
GsPr
2

(δ(f − fb)ejφb + δ(f + fb)e
−jφb). (2.11)

The frequency domain representation of x(t) is a set of complex valued delta functions. Since

the same information is contained in both positive and negative frequencies, we will examine

only the positive frequency spectrum, as shown in Fig. 2.4d.

In early FMCW radar systems, after the mixing and filtering operations the analog

beat cosine would pass through a set of narrowband filters called a filter bank, followed by a

set of power detectors. The power in each narrow frequency block corresponds to a target at

a range given by Eq. (2.10). Current systems work in a similar way, but the filter banks are
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realized digitally via an analog to digital converter (ADC) and fast Fourier transform (FFT).

By examining the FFT of the downconverted signal x(t), the target locations are readily

apparent.

The FFT operation in FMCW radar is often referred to as range compression or pulse

compression. This term originates from pulsed radar systems that use frequency modulation,

but provides insight into its use in FMCW radar. The Rayleigh resolution for an unmodulated

pulse is the inverse of the pulse duration. For short pulses, this can result in very poor

resolution. Pulsed radar systems address this issue by introducing frequency modulation into

the pulse. By convolving the received signal with a matched filter, the time domain pulse

is compressed, and has improved range resolution and SNR by a factor of BRFTc. Because

FMCW radar transmits and receives simultaneously for the duration of the pulse, it has no

way of resolving targets based on their envelope response. FMCW radar relies completely on

matched filter pulse compression in order to resolve targets. The matched filter in FMCW

radar is the mixer and FFT. Through the FFT operation, the overlapping beat cosines are

compressed into single range bins. This results in a strong SNR improvement because the

FFT signals are only compared against noise from a single frequency bin rather than the full

IF bandwidth.

2.1.2 Moving Targets

While the above relationships hold for stationary targets, there are some interesting

effects introduced when the target is in motion. As was mentioned previously, any waves

experience a Doppler shift when they reflect off a moving target. The relationship between

Doppler shift and relative velocity is given by

fd =
2vf0
c0

, (2.12)

where v is the relative radial velocity between the radar and the target, f0 is the radio

frequency of operation, and c0 is the speed of light. The factor of two accounts for the
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two-way propagation involved in radar as opposed to the one-way propagation experienced

by listening to a speeding ambulance.
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(b) Radio frequency spectrogram of Doppler
shifted FMCW saw-tooth chirp
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(c) Down-mixed IF spectrogram of Doppler
shifted FMCW triangular chirp
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(d) Down-mixed IF spectrogram of Doppler
shifted FMCW saw-tooth chirp

Figure 2.5: Doppler shifted FMCW waveforms. Figs. (a) and (b) show the RF spectra, with
the transmitted waveform in blue and the received waveform in red. Both recieved waveforms
experienced a positive Doppler shift fd, denoting a target that is approaching the radar. Figs.
(c) and (d) show the homodyne IF output after the mixer. Fig. (c) shows the ability of
trangle FMCW pulses to determine instantaneous range and velocity, while Fig. (d) shows
that sawtooth FMCW pulses are left with an unresolvable range/velocity ambiguity.

For FMCW radar, the Doppler effect is a frequency shift of the received waveform in

addition to the time delay. This can be seen in Fig. 2.5b. This has the effect of a frequency

shift in the received waveform which is apparent in Fig. 2.5d. With a sawtooth waveform, the

frequency shift creates an unresolvable ambiguity, because the resulting lower beat frequency

could either come from a closer target, or a fast moving target that is further in range.

With a triangle waveform, the Doppler shift has an interesting effect that the up-chirp and

down-chirp produce different beat frequencies. The resulting beat frequencies are shown in
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Fig. 2.5c. The up-chirp has a beat frequency of

fup = fb + fd = ατ − 2vf0
c
, (2.13)

and the down-chirp has a beat frequency of

fup = fb + fd = ατ +
2vf0
c
. (2.14)

For a single target, this relationship can be exploited to extract both the range and velocity

instantaneously. For multiple targets, especially those that are tightly spaced, the process is

more complex and requires a more sophisticated waveform in order to provide enough degrees

of freedom to resolve all possible ambiguities.

This application uses the sawtooth chirp pattern, despite the range/velocity ambiguity

that the Doppler effect introduces. While the Doppler shift introduces a potential range error

of a few meters for fast moving targets, the sawtooth chirp enables coherent processing, which

greatly improves system performance. This is explained in Section 3.2.2 in greater detail.

A mathematical derivation helps to see what effect Doppler has on the received

waveform. Consider the instantaneous expression for the received waveform

r(t) =
√
Pr cos(2πf0(t+ τ) + πα(t+ τ)2 + φ0) + n1(t), 0 ≤ t ≤ Tc. (2.15)

It was assumed previously that the τ term was a constant, but that assumption no longer holds

for targets in motion. It is now assumed that τ has a constant first derivative proportional

to the target’s velocity,
dτ

dt
=

2

c

dR

dt
=

2v

c
. (2.16)

The Doppler shift can be observed by taking the time derivative of the instantaneous phase of

the received signal, Eq. (2.15). Rather than the τ terms disappearing as constant phase terms
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in the derivative, they reveal the Doppler shift within the instantaneous received frequency,

f =
1

2π

d

dt

[
2πf0(t+ τ) + πα(t+ τ)2 + φ0

]
= f0 + f0

2v

c
+ α(t+ τ)(1 +

2v

c
). (2.17)

By noticing that the term (1 + 2v/c) is a constant, it is lumped with α to create a new slope

constant α′ = α(1 + 2v/c). Making this substitution and gathering terms, the expression for

instantaneous frequency reaches a recognizable form,

f(t) =

chirp︷ ︸︸ ︷
f0 + α′t+

fb︷︸︸︷
α′τ +

fd︷ ︸︸ ︷
2f0v

c
. (2.18)

The most noteworthy aspect of Eq. (2.18) is that the Doppler effect does not only

have the effect of a frequency shift, as is seen in Fig. 2.5, but it also modifies the slope of

the chirp as well. For most practical applications, this slope change is very small. For an

airplane flying at 350 mph, the chirp slope only increases by 0.0001%.

A different chirp slope between the transmitted and received waveforms, however, may

introduce unwanted phase offsets. To determine the net effect, a similar analysis is performed

on the low-pass filtered signal described in Eq. (2.8). The phase of x(t) is

φ(t) = 2πατt+ 2πf0τ + πατ 2. (2.19)

The frequency is found by taking the derivative and dividing by 2π,

f(t) = α
dτ

dt
t+ ατ + f0

dτ

dt
+ ατ

dτ

dt
. (2.20)

After making substitutions and rearranging terms, this becomes

f(t) =

fb︷︸︸︷
ατ +

fd︷ ︸︸ ︷
2(f0 + αt)v

c
+BRF

τ

Tc

2v

c
. (2.21)
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This form reveals some interesting effects of the Doppler shift. Note that the Doppler

shift is a function of the instantaneous chirp frequency, and not simply the average. For

ultra wide-band chirps, this may result in the target being spread over several frequency

bins. There is also an additional Doppler term that is a function of the time delay τ . This

means that for linear FMCW waveforms the Doppler shift is a function of both velocity and

distance. In essence, two targets of equal velocities at different ranges will introduce different

Doppler shifts to the system.

For short range systems, many of these effects can safely be ignored. Consider a

radar with the following parameters: f0 = 10 GHz, BRF = 500 MHz, Tc = 2 ms, fsamp = 2

Msamp/s, NFFT = 4096. This results in an FFT bandwidth of 488 Hz. For a target at a

distance of 500 m with a fast closing velocity of 150 m/s (335 mph), the beat frequency is

833 kHz. The Doppler term introduces a frequency shift that starts at 10 kHz and finishes

at 10.5 kHz. The range dependent Doppler term introduces a shift of 0.833 Hz. Clearly

the range dependent term can be completely ignored in the majority of applications. The

velocity dependent frequency spreading of the principal Doppler term is 500 Hz, which is

only slightly larger than the width of a single bin. In most applications, chirp non-linearity

and multi-path will contribute more target spreading than the Doppler term, so it is safe to

use the average carrier frequency rather than the instantaneous carrier frequency in many

Doppler calculations. Finally, if the entire Doppler effect is ignored and all frequencies present

in the baseband cosine are attributed to range, this introduces a range error of about 1%, or

5 m for this target. For many applications, even this is an acceptable amount of error.

2.1.3 Received Power

The power received by a radar system from a target is a well defined function of the

system parameters and the distance to the target. Once the system is well calibrated, the

system can predict properties of targets based on the amount of received power. If the radar

system is operating in a pulsed mode, targets with moving parts, like a helicopter or a jet
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turbine, will give off different Doppler signatures, allowing for even more aspects of the target

to be identified.

Although there are many different forms of the radar equation, FMCW uses the

continuous wave version that assumes a constant value of transmitted power. To derive it,

consider an omnidirectional antenna that illuminates a patch of sky at a distance R. The

power density at that patch decays in the predictable R2 fashion for an expanding sphere

and is

Su =
Pt

4πR2
. (2.22)

If an antenna with a gain greater than unity is used, then the power density in the direction

of peak gain is

Sg = SuGt =
PtGt

4πR2
, (2.23)

where Gt is the peak gain of the transmitting antenna.

When the transmitted energy reaches a target, the amount of power reflected is

determined by a combination of its geometrical and material properties of the object. This

figure is called the radar cross section (RCS or σRCS) and has units of m2. The RCS determines

how much of the incident power density is re-radiated by the target. RCS varies by angle

and frequency of operation. RCS can also be measured in bistatic mode, where the radar

transmitter and receiver are in different locations. In this case, the radar is operating in

monostatic mode, where the transmitter and receiver are at the same location, and the RCS

is a measure of how much power is reflected back at the angle of incidence. The reflected

power is found by multiplying the incident power density by the RCS.

The amount of echo power density that reaches the radar Se is found by multiplying

the reflected power by the isotropic decay term in Eq. (2.22) to produce

Se = SgσRCS
1

4πR2
=
PtGtσRCS

(4π)2R4
. (2.24)
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The amount of power received by the radar system Pr is found by multiplying the echo power

density by the effective aperture size (m2) of the receiver antenna, which gives

Pr = ArSe =
PtGtArσRCS

(4π)2R4
. (2.25)

It is more useful to characterize the antenna in terms of its gain than in terms of its aperture

size, so the final form of the radar equation is found by making the aperture gain substitution

to produce

Pr =
PtGtGrλ

2σRCS

(4π)3R4Ls
, (2.26)

where λ is the wavelength of operation in meters given by λ = c (speed of light)
f (frequency of operation)

. This

equation predicts the amount of power at the output of the receiver antenna. When the

electronics are constructed and the amount of noise is fixed, the only way to receive more

power from a target is by modifying one of these parameters. It includes a loss term Ls, which

includes signal losses such as atmospheric losses, antenna pattern attenuation for targets

angled off the peak gain of the antenna, or signal processing losses where predicted and actual

signal processing gains deviate.

2.1.4 Noise

In the absence of noise, a radar system could theoretically detect targets at an infinite

distance as long as it had a clear line of sight. Unfortunately, noise is inevitable, and it is the

primary limiting factor in the detection range of a radar system. Noise comes from external

factors such as thermal radiation and clutter as well of internal thermal electronic noise.

External Noise

One of the primary categories of noise in an RF system is the noise external to the

system that is present at the antenna, then later amplified. Anything that is not the signal
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of interest falls into this category. A few common sources are thermal noise, interference, and

clutter.

Thermal Noise is the dominant natural external noise source at radio frequencies. Objects

whose temperature is greater than absolute zero experience random electron motion,

which radiates wideband electromagnetic energy. This is referred to as blackbody or

thermal radiation. Its contribution depends on the radiation efficiency of the antenna

ηrad and the physical temperature Ta of whatever the antenna beam is angled at,

which at X-band is approximately 280 Kelvin for anything on or below the horizon or

approximately 10 Kelvin when angled directly at the sky.

Interference can be the result of non-malicious users of the same spectrum, or it can

come from malicious users attempting to jam the signal. FMCW radar is similar to

technologies such as Wi-Fi or Bluetooth that spread the signal power over a wide

bandwidth, which makes them relatively immune to interference, but if the interferer

is close enough and radiates enough power, it may compromise the linearity of the

receiver front end. This effect explains why the operation of a high power microwave

oven degrades Wi-Fi connection quality.

Clutter is a broad term that encompasses unwanted radar reflections off of ground, vegetation,

and buildings. Sometimes clutter itself is the signal of interest. Generally, however,

clutter occurs when the antennas are oriented such that either the main lobe or one

of the side lobes is at least partially angled at the ground. Detecting a target in the

presence of clutter is a bit like shining a flashlight into the bushes to look for something.

Although the object may be illuminated, the illumination of the surrounding vegetation

overwhelms the senses and makes it difficult to discriminate between the object and

the clutter. This analogy offers some insight into effective ways to mitigate clutter.

Because clutter is comprised of real but unwanted radar returns, adjusting the power

of the transmitter is ineffective since it illuminates both the signal and the clutter by

the same ratio. Where possible, clutter is avoided by reducing or eliminating the squint
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(a) Cross-range location estimate over time (b) Down-range location estimate over time

(c) Measured aircraft path transformed to Cartesian coordinates

Figure 5.9: Phased array radar response for an X8 UAV flying a GPS waypoint pattern of a
straight line with a 10m × 10m square deviation at a velocity of 1m/s. The phased array
images were thresholded and reduced to a single location estimate for every time step. The
plots show the location estimates transformed from range and angle to cartesian coordinates
where the x direction is cross range and the y direction is down range from the phased array
boresight.
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CHAPTER 6. CONCLUSIONS

The goal of this research was to determine if radar is feasible as a standalone collision

avoidance sensor for small UAS. Part of answering the question posed by this research involved

predicting the maximum visible distance of the radar. The SNR plot in Fig. 5.5 demonstrates

that the SNR of a target, and hence its maximum range is predictable in the presence of

electronics and thermal noise, but not in the presence of clutter. Clutter was one of the

primary obstacles in this research.

An airborne radar system doesn’t have the same clutter issues as a ground based radar

system. As a result, we can conclude that this radar would work well as a mobile airborne

sensor since its output SNR is predictable. However, predicting system functionality for a

ground-based system is much more difficult because the clutter in ground based scenarios is

unique to every environment. We demonstrated that ground clutter could be reduced by high

order filtering. The test data showed that clutter limits the visible range of ground-based

radar systems, which could rule it out as a detection method of small UAS. However, since

the constraints of size weight and power are much more relaxed for ground based systems, it

is still possible that given different system parameters it could work.

Although the UAV application presented many unique research questions, the design

also represents major innovation. This system is one of the first full phased-array radar

systems of its size that implements real-time correlation and digital beamforming. This

success was the result of collaboration combining talent from many different fields.

6.1 Future Work

This research showed a radar successfully tracking an airborne target, so the next

step in that direction would be to complete the integration of the radar and the avoidance
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algorithms, and close the loop for full autonomy. The next step after that would be to

demonstrate system performance when the radar is mounted on an airborne platform.

Another direction of future work would be on further miniaturization of the radar

hardware. The system started as a collection of connectorized parts that we integrated onto a

PCB. The next level of miniaturization would be to integrate the entire system onto a single

chip. This would require significant innovation in order to maintain levels of coupling that

would result in a working system. Single chip phased-array radar would make radar a viable

option for any size of UAV.

More work could also be done in the phased array. This system implemented the

simplest form of a phased array, the uniform linear array. This work could be extended by

increasing the complexity of the array and forming a two-dimensional phased array capable

of tracking targets in elevation, azimuth, and range. This may also require innovation in the

antennas used, perhaps making antenna systems that are more conformal to the UAV shape.

As the array size increases, it may make more sense to shift to the next ISM band at 24 GHz

in order to maintain the system size within the payload restrictions of a UAV.

There is also much more work that could be done in the processing of radar data.

Clutter rejection was shown briefly with a pre-whitening filter, but this could be explored

in more depth to better characterize the limits of clutter rejection. More sophistocated

processing could also be done by combining data from multiple sensors. Multi-sensor radar

data fusion could be done by combining radar data from multiple ground sensors, multiple

airborne sensors, or a mix of both.

A functioning phased array radar system was the finishing point of the research in

this thesis, but my hope is that it can be the starting point of much more research.
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APPENDIX A. NOISE FIGURE IN OP AMPS

As was described in the introduction, when noise power is considered in a matched

system, the noise power that a noisy resistor transfers to its load is given by Pn = kBTB.

This works well for the majority of RF components as the systems are generally matched

to 50Ω. After a signal is mixed down to the intermediate frequency, however, these stages

can be low enough frequency where inexpensive op-amps can be used instead of expensive

amplifier ICs. Op-amps are a great option where they can be used because they allow for

the design of powerful active filters and flexible gains that can be tuned to the exact desired

amount. However, one drawback of using op-amps is that the analysis of the noise they

add into the system is not so straightforward as with matched components. Op-amps can

sometimes directly follow the mixer (a lossy component), so care must be taken to minimize

the noise figure, which requires first an understanding of the causes of noise in an op-amp.

Op-amp noise figure is defined the same way as microwave components. It is the ratio

between SNR at the input and SNR at the output when the input noise temperature is 290

K. Simplified, it is the ratio of total noise (input and added) to input noise as is shown below.

F =
Si/Ni

So/No

(A.1)

=
Si/Ni

GSi/ (GNi +GNai)
(A.2)

=
NI +NA

NI

(A.3)

= 1 +
NA

NI

(A.4)
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There is an important distinction between this definition and the previous definition

for the noise figure. This analysis uses slightly different noise terms than in the matched

impedance case. Because the op-amp is a voltage driven device, NA and NI are put in terms

of voltage noise density (rms, squared) rather than power, and have units of V 2

Hz
. This makes

the analysis more straightforward but yields an identical result since F is unitless. Also,

because op-amp gain is variable, the added noise is referenced to the input rather than being

amplified and referenced to the output, which is what makes the gain term cancel out in

equation A.3.

Op-amps have two important figures of merit that are listed on every data sheet: input

voltage noise and input current noise. As is shown in the figure below, when defining these

specifications, op-amp manufacturers lump all noise voltage generated by the device to the

non-inverting terminal. Current noise is sometimes defined for each terminal individually, but

generally one figure is given which represents a current noise source at each terminal inside

the op-amp that excites a noise voltage in the equivalent resistance seen at each terminal.

Additionally, each surrounding resistor contributes voltage noise to the system. The amount

that each contributes is determined by how much of that noise voltage reaches the input

terminals after it has been divided by the other resistors. Thus, for an op-amp there are

three sources of noise: resistor voltage noise, op-amp voltage noise, and voltage noise that

the op-amp current noise excites across the resistors. At high resistance values, the voltage

noise from the resistors themselves in addition to the voltage noise created by the op-amp

noise currents become the dominant sources of noise. At low resistance values, the voltage

noise from the op-amp becomes the dominant noise source. The optimum approach in design

is to analyze the contributing noise sources and reduce the dominant source to the level of

the others.

We will provide the equations for noise in an inverting amplifier, much of which

is drawn from[25].. The inverting and differential amplifiers entail a much more involved

analysis because noise gain and signal gain are different and must be referred to the point of

signal input to the amplifier. For a more detailed explanation of this subject, refer to that
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NI NA 
NO 

Figure A.1: Ideal op-amp in inverting configuration with added noise elements

document. Although the entire equation may seem rather daunting, each of the noise terms

is rather easy to come by and can be easily re-derived.

• The op-amp noise voltage density is immediately present at the input terminal so it is

added without scaling to the total added noise term Nai in the non-inverting case, but

becomes a bit trickier for the inverting case. Generally, this number is given in units of

nV√
Hz

, so this term is squared.

• The op-amp noise current density is modeled as a current source at each terminal.

Hence, op-amp current noise contributes two terms to the total added noise. These

terms are equal to the noise current density squared times the equivalent resistance seen

at each terminal. The equivalent resistance is the parallel combination of all resistors

that enter that node. The Miller Effect come into play because this is a voltage-sensing

current-feedback amplifier, so the current is not being amplified.

• There will be as many resistor noise terms as there are resistors; however, the actual

resistor noise voltage that arrives at the input terminals of the op-amp is only a fraction

of the noise of each of the resistors, as some of that noise voltage will be dissipated in

other resistors before it reaches the op-amp input terminals. To determine the amount

that reaches the input terminals, treat the noisy resistor as a voltage noise source in
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series with noiseless resistor. Then, perform the voltage division between the noiseless

resistor and the rest of the resistors to see how much of the voltage noise source arrives

at the terminal.

NI = 4kBTRS

[
RT

RS+RT

]2
Source thermal noise present at non-inverting terminal

(A.5)

NA =



v2n Op-amp noise voltage

+ i2n

[
RSRT

RS+RT

]2
Op-amp noise current at non-inverting terminal

+ i2n

[
RFRG

RF+RG

]2
Op-amp noise current at inverting terminal

+ 4kBTRT

[
RS

RS+RT

]2
Noise from RT seen at non-inverting terminal

+ 4kBTRG

[
RF

RF+RG

]2
Noise from RG seen at inverting terminal

+ 4kBTRF

[
RG

RF+RG

]2
Noise from RF seen at inverting terminal

(A.6)

In our system, the op-amp that directly follows the mixer in the IF uses the ADA4841

chip and the following values:

• RS = 50Ω - The IF output of the mixer has an impedance of 50Ω.

• RT = 50Ω - Since we are using a double-balanced passive mixer, IF impedance matching

is imperative in order to ensure optimal performance.

• RG = 470Ω and RF = 4.7kΩ - Noise performance also improves as these values

are lowered, but since we were using a single-supply configuration and needed a DC

decoupling capacitor connected to RG, we had to strike a balance so that the capacitance

wasn’t too large without having too high of a corner frequency.

• vn = 2.1 nV√
Hz

and in = 1.4 pA√
Hz

- Per spec of ADA4841 datasheet.
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These values gave a simulated noise figure of 17.8dB. The dominant noise terms were

the op-amp noise voltage term and the thermal noise from RG. An important nuance to note

is that by increasing the value of RT closer to the value of the input impedance of the op-amp

(or removing it altogether), the noise figure drops by 6dB. This is because the op-amp itself

is a high impedance load. By adding a matching resistor, the voltage of both the signal and

the noise drop to 1/2 of the value that was output from the previous stage, and hence the

power drops to 1/4. If the input impedance of the op-amp were 50Ω, then having a matched

configuration would provide optimal power transfer. However, since the op-amp is a high

impedance load, the addition of a 50Ω matching resistor acts as a -6dB attenuator between

the two stages and most of the power is burnt in the resistor. In our application, the amplifier

directly follows a double-balanced passive diode mixer. Because of the nature of that type of

mixer, it is imperative to match the IF output to 50Ω. Because of this, we are obligated to

use a 50Ω matching resistor and accept the 6dB of degradation in noise figure. Because of the

design of our system, however, an IF noise figure of 20dB is acceptable, although anything

much higher than that would begin to degrade performance.
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