


5.3 Moving Target - Single Channel

The plots for stationary targets show that the system performance is degraded severely

by clutter. Often, the only method we had for distinguishing between signal and clutter was

by bringing a large reflector near the target of interest in order to mark it for post processing.

This is because of the fundamental issue that clutter consists of real, but unwanted radar

returns. One way to distinguish the signal from the clutter is by exploiting the motion of the

targets.
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Figure 5.6: Spectrogram of radar aimed at moving pedestrian target (σRCS = 1m2) on the
Clyde Building lawn. Faint targets can be seen between 100m and 120m, which are from a
group of people playing catch. Strong targets can be seen consistently at 130m and 140m,
which correspond to cars turning the street corner where the radar was angled. The bright
flash corresponds to the strong return when the car is angled perpendicular to the radar
beam.
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Fig. 5.6 is the radar response of a pedestrian target jogging away from and towards

the radar on the Clyde Building lawn. Each column of pixels in the image is the unprocessed

FFT of a single chirp, which combined form a spectrogram image of the data. Although the

pedestrian target has a much larger RCS than the sphere reflector, clutter is still a visibly

dominant source. However, the motion of the target makes it more easily distinguishable

from the clutter.

Since the clutter in Fig. 5.6 is relatively constant from chirp to chirp, the human

eye recognizes it as background and ignores it. The background subtraction performed by

the human eye can be performed in software using the pre-whitening filter mentioned in

Section 4.1. Fig. 5.7 shows a small airborne target before and after pre-whitening. Where

previously the far section of the flight pattern is lost in the clutter, the filter makes it possible

to track the target for the duration of the flight.
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(b) Response with pre-whitening filter

Figure 5.7: Radar imagery of the flight path of an X8 UAV flying at Rock Canyon park. The
radar was angled at 10◦ above the horizon and the UAV flew a slightly diagonal path in order
to stay within the antenna beam. The pre-whitening filter used two frames of radar data in
the Levinson algorithm to generate filter coefficients.
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5.4 Moving Target - Phased Array

The final goal of this research was to be able to track the location of a moving airborne

target in both range and angle. The phased array data was recorded in Rock Canyon Park

using the X8 octorotor as a target. The data was recorded, and phased array data was

generated in post processing using the digital signal processing scheme described in Chapter

4, excluding the avoidance navigation portion. The flight path was set by GPS waypoints

and consisted of a straight line with a 10m × 10m square deviation at a velocity of 1m/s.

Fig. 5.8 shows the phased array data from a single time index. The data was plotted

as a surface rather than a 2D image to highlight the amplitude variation. The variation along

the range axis is very coarse because it corresponds to the white noise variation between

frequency bins. The variation along the angle axis is very smooth since we formed 100

equally spaced beams for just a four-element array. That oversampling results in very smooth

anglular data, even when there is just noise in a given bin. The difference in power between

the signal and the noise is approximately 30-40dB, whereas the difference in power between

the signal and the first sidelobe is down by approximately 8dB. This validates the approach

of thresholding first in range, then angle, because the strongest noise term would correspond

to the sidelobe if thresholding were performed on the whole image at once.

This data was also pre-whitened using the technique described in the previous section.

The filter was an 8192 order filter that used two frames of data from every channel. After the

filter coefficients were generated for every channel using the Levinson algorithm, the filter

coefficients were averaged. The data from every channel was passed through the average

pre-whitening filter rather than the individual filters to ensure that the pre-whitening did not

affect the relative phases.

Phased array data is not visualized easily because it has three dimensions (range,

angle, power) for every time step. If power is represented as a colormap, then the most

representative visualization is a video with a single 2D radar image for every time frame.

In printed form, however, the data must be reduced significantly in order to adequately

represent it. For the following figures, the data for every time step consisted of a 2D radar
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Figure 5.8: Received power surface map of the phased array data for a single time index.

image like the one in Fig. 5.8 that is compressed to a single point of aircraft location using

the clustering algorithm described in Chapter 4. Doing this reduces the dimensionality of

the data and allows it to be represented in printed form. The information that is lost is the

complete visualization of the noise seen in Fig. 5.8.

The radar data follows well the waypoint path described. There is some distortion

of the square, which could be the result of process noise (wind), measurement noise from

the GPS unit guiding the aircraft or measurement noise from the radar. It is likely that all

three contributed. Calibration testing could be done by placing a target on a metal track

controlled by a motor in order to ensure that there is no undesired movement of the target.

In spite of the noise, the data in Fig 5.9 demonstrates successful phased array detection of a

small UAV in the presence of clutter.
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(a) Cross-range location estimate over time

0 20 40 60 80
0

10

20

30

40

50

60

70

80

90

100

Time (s)

D
is

ta
nc

e 
in

 Y
 (m

)

(b) Down-range location estimate over time
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(c) Measured aircraft path transformed to Cartesian coordinates

Figure 5.9: Phased array radar response for an X8 UAV flying a GPS waypoint pattern of a
straight line with a 10m × 10m square deviation at a velocity of 1m/s. The phased array
images were thresholded and reduced to a single location estimate for every time step. The
plots show the location estimates transformed from range and angle to cartesian coordinates
where the x direction is cross range and the y direction is down range from the phased array
boresight.
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CHAPTER 6. CONCLUSIONS

The goal of this research was to determine if radar is feasible as a standalone collision

avoidance sensor for small UAS. Part of answering the question posed by this research involved

predicting the maximum visible distance of the radar. The SNR plot in Fig. 5.5 demonstrates

that the SNR of a target, and hence its maximum range is predictable in the presence of

electronics and thermal noise, but not in the presence of clutter. Clutter was one of the

primary obstacles in this research.

An airborne radar system doesn’t have the same clutter issues as a ground based radar

system. As a result, we can conclude that this radar would work well as a mobile airborne

sensor since its output SNR is predictable. However, predicting system functionality for a

ground-based system is much more difficult because the clutter in ground based scenarios is

unique to every environment. We demonstrated that ground clutter could be reduced by high

order filtering. The test data showed that clutter limits the visible range of ground-based

radar systems, which could rule it out as a detection method of small UAS. However, since

the constraints of size weight and power are much more relaxed for ground based systems, it

is still possible that given different system parameters it could work.

Although the UAV application presented many unique research questions, the design

also represents major innovation. This system is one of the first full phased-array radar

systems of its size that implements real-time correlation and digital beamforming. This

success was the result of collaboration combining talent from many different fields.

6.1 Future Work

This research showed a radar successfully tracking an airborne target, so the next

step in that direction would be to complete the integration of the radar and the avoidance
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algorithms, and close the loop for full autonomy. The next step after that would be to

demonstrate system performance when the radar is mounted on an airborne platform.

Another direction of future work would be on further miniaturization of the radar

hardware. The system started as a collection of connectorized parts that we integrated onto a

PCB. The next level of miniaturization would be to integrate the entire system onto a single

chip. This would require significant innovation in order to maintain levels of coupling that

would result in a working system. Single chip phased-array radar would make radar a viable

option for any size of UAV.

More work could also be done in the phased array. This system implemented the

simplest form of a phased array, the uniform linear array. This work could be extended by

increasing the complexity of the array and forming a two-dimensional phased array capable

of tracking targets in elevation, azimuth, and range. This may also require innovation in the

antennas used, perhaps making antenna systems that are more conformal to the UAV shape.

As the array size increases, it may make more sense to shift to the next ISM band at 24 GHz

in order to maintain the system size within the payload restrictions of a UAV.

There is also much more work that could be done in the processing of radar data.

Clutter rejection was shown briefly with a pre-whitening filter, but this could be explored

in more depth to better characterize the limits of clutter rejection. More sophistocated

processing could also be done by combining data from multiple sensors. Multi-sensor radar

data fusion could be done by combining radar data from multiple ground sensors, multiple

airborne sensors, or a mix of both.

A functioning phased array radar system was the finishing point of the research in

this thesis, but my hope is that it can be the starting point of much more research.
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APPENDIX A. NOISE FIGURE IN OP AMPS

As was described in the introduction, when noise power is considered in a matched

system, the noise power that a noisy resistor transfers to its load is given by Pn = kBTB.

This works well for the majority of RF components as the systems are generally matched

to 50Ω. After a signal is mixed down to the intermediate frequency, however, these stages

can be low enough frequency where inexpensive op-amps can be used instead of expensive

amplifier ICs. Op-amps are a great option where they can be used because they allow for

the design of powerful active filters and flexible gains that can be tuned to the exact desired

amount. However, one drawback of using op-amps is that the analysis of the noise they

add into the system is not so straightforward as with matched components. Op-amps can

sometimes directly follow the mixer (a lossy component), so care must be taken to minimize

the noise figure, which requires first an understanding of the causes of noise in an op-amp.

Op-amp noise figure is defined the same way as microwave components. It is the ratio

between SNR at the input and SNR at the output when the input noise temperature is 290

K. Simplified, it is the ratio of total noise (input and added) to input noise as is shown below.

F =
Si/Ni

So/No

(A.1)

=
Si/Ni

GSi/ (GNi +GNai)
(A.2)

=
NI +NA

NI

(A.3)

= 1 +
NA

NI

(A.4)
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There is an important distinction between this definition and the previous definition

for the noise figure. This analysis uses slightly different noise terms than in the matched

impedance case. Because the op-amp is a voltage driven device, NA and NI are put in terms

of voltage noise density (rms, squared) rather than power, and have units of V 2

Hz
. This makes

the analysis more straightforward but yields an identical result since F is unitless. Also,

because op-amp gain is variable, the added noise is referenced to the input rather than being

amplified and referenced to the output, which is what makes the gain term cancel out in

equation A.3.

Op-amps have two important figures of merit that are listed on every data sheet: input

voltage noise and input current noise. As is shown in the figure below, when defining these

specifications, op-amp manufacturers lump all noise voltage generated by the device to the

non-inverting terminal. Current noise is sometimes defined for each terminal individually, but

generally one figure is given which represents a current noise source at each terminal inside

the op-amp that excites a noise voltage in the equivalent resistance seen at each terminal.

Additionally, each surrounding resistor contributes voltage noise to the system. The amount

that each contributes is determined by how much of that noise voltage reaches the input

terminals after it has been divided by the other resistors. Thus, for an op-amp there are

three sources of noise: resistor voltage noise, op-amp voltage noise, and voltage noise that

the op-amp current noise excites across the resistors. At high resistance values, the voltage

noise from the resistors themselves in addition to the voltage noise created by the op-amp

noise currents become the dominant sources of noise. At low resistance values, the voltage

noise from the op-amp becomes the dominant noise source. The optimum approach in design

is to analyze the contributing noise sources and reduce the dominant source to the level of

the others.

We will provide the equations for noise in an inverting amplifier, much of which

is drawn from[25].. The inverting and differential amplifiers entail a much more involved

analysis because noise gain and signal gain are different and must be referred to the point of

signal input to the amplifier. For a more detailed explanation of this subject, refer to that
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Figure A.1: Ideal op-amp in inverting configuration with added noise elements

document. Although the entire equation may seem rather daunting, each of the noise terms

is rather easy to come by and can be easily re-derived.

• The op-amp noise voltage density is immediately present at the input terminal so it is

added without scaling to the total added noise term Nai in the non-inverting case, but

becomes a bit trickier for the inverting case. Generally, this number is given in units of

nV√
Hz

, so this term is squared.

• The op-amp noise current density is modeled as a current source at each terminal.

Hence, op-amp current noise contributes two terms to the total added noise. These

terms are equal to the noise current density squared times the equivalent resistance seen

at each terminal. The equivalent resistance is the parallel combination of all resistors

that enter that node. The Miller Effect come into play because this is a voltage-sensing

current-feedback amplifier, so the current is not being amplified.

• There will be as many resistor noise terms as there are resistors; however, the actual

resistor noise voltage that arrives at the input terminals of the op-amp is only a fraction

of the noise of each of the resistors, as some of that noise voltage will be dissipated in

other resistors before it reaches the op-amp input terminals. To determine the amount

that reaches the input terminals, treat the noisy resistor as a voltage noise source in
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series with noiseless resistor. Then, perform the voltage division between the noiseless

resistor and the rest of the resistors to see how much of the voltage noise source arrives

at the terminal.

NI = 4kBTRS

[
RT

RS+RT

]2
Source thermal noise present at non-inverting terminal

(A.5)

NA =



v2n Op-amp noise voltage

+ i2n

[
RSRT

RS+RT

]2
Op-amp noise current at non-inverting terminal

+ i2n

[
RFRG

RF+RG

]2
Op-amp noise current at inverting terminal

+ 4kBTRT

[
RS

RS+RT

]2
Noise from RT seen at non-inverting terminal

+ 4kBTRG

[
RF

RF+RG

]2
Noise from RG seen at inverting terminal

+ 4kBTRF

[
RG

RF+RG

]2
Noise from RF seen at inverting terminal

(A.6)

In our system, the op-amp that directly follows the mixer in the IF uses the ADA4841

chip and the following values:

• RS = 50Ω - The IF output of the mixer has an impedance of 50Ω.

• RT = 50Ω - Since we are using a double-balanced passive mixer, IF impedance matching

is imperative in order to ensure optimal performance.

• RG = 470Ω and RF = 4.7kΩ - Noise performance also improves as these values

are lowered, but since we were using a single-supply configuration and needed a DC

decoupling capacitor connected to RG, we had to strike a balance so that the capacitance

wasn’t too large without having too high of a corner frequency.

• vn = 2.1 nV√
Hz

and in = 1.4 pA√
Hz

- Per spec of ADA4841 datasheet.
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These values gave a simulated noise figure of 17.8dB. The dominant noise terms were

the op-amp noise voltage term and the thermal noise from RG. An important nuance to note

is that by increasing the value of RT closer to the value of the input impedance of the op-amp

(or removing it altogether), the noise figure drops by 6dB. This is because the op-amp itself

is a high impedance load. By adding a matching resistor, the voltage of both the signal and

the noise drop to 1/2 of the value that was output from the previous stage, and hence the

power drops to 1/4. If the input impedance of the op-amp were 50Ω, then having a matched

configuration would provide optimal power transfer. However, since the op-amp is a high

impedance load, the addition of a 50Ω matching resistor acts as a -6dB attenuator between

the two stages and most of the power is burnt in the resistor. In our application, the amplifier

directly follows a double-balanced passive diode mixer. Because of the nature of that type of

mixer, it is imperative to match the IF output to 50Ω. Because of this, we are obligated to

use a 50Ω matching resistor and accept the 6dB of degradation in noise figure. Because of the

design of our system, however, an IF noise figure of 20dB is acceptable, although anything

much higher than that would begin to degrade performance.
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