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Abstract: We report optical constants of e-beam evaporated yttrium oxide Y$_2$O$_3$ thin films as determined from angle-dependent reflectance measurements at wavelengths from 5 to 50 nm. Samples were measured using synchrotron radiation at the Advanced Light Source. The experimental reflectance data were fit to obtain values for the index of refraction and thin film roughness. We compare our computed constants with those of previous researchers and those computed using the independent atom approximation from the CXRO website. We found that the index of refraction near 36 nm is much lower than previous data from Tomiki as reported by Palik. The real part of the optical constants is about 10% to 15% below CXRO values for wavelengths between 17 nm and 30 nm. Films were also characterized chemically, structurally, and optically by ellipsometry and atomic force microscopy.
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1. Introduction

In 2000 the IMAGE mission carried into space an EUV instrument designed to produce pictures of the earth’s magnetosphere over time [1]. The mirrors in this instrument were designed to reflect EUV light at 30.4 nm using light resonantly scattered from singly-ionized helium (He II) trapped in the magnetosphere. An aluminum filter blocked lines above 86 nm, but there were other atomic lines that could interfere with the task of cleanly photographing the Earth’s magnetosphere. One of the dominant background lines was from neutral helium (He I) at 58.4 nm. An effort was made to design a dual-function multilayer mirror coating that strongly reduced the reflectance of this line in a way that did not interfere with the mirrors’ intended reflectance at 30.4 nm [2]. As part of this effort, Lunt, et al. used a genetic algorithm program to investigate what materials and thicknesses would produce high 30.4 nm reflectance and low 58.4 nm reflectance [3, 4]. The 36% reflectance at 30.4 nm with 0.2% reflectance at 58.4 nm promised by the Lunt calculations would have been better than alternative designs such as the actual mirror fabricated for the IMAGE mission with about 21% reflectance at 30.4 nm and 0.65% reflectance at 58.4 nm [1]. It would have also been superior to designs using a SiC/Si multilayer mirror similar to the design produced by Soufi, et al. [5] or a SiC/Mg multilayer mirror similar to the design produced by Fernández-Peria, et. al [6] which had reflectances of a few percent at both of these wavelengths.

Such multilayer mirrors usually consist of a stack of many identical bilayers. In turn, the bilayers usually consist of a “high” refractive index material and a “low” index material analogous to high-low, dielectric mirrors in the visible or near infrared. Here high/low means the refractive
index varies much/little from that of vacuum. In the extreme ultraviolet and soft x-ray portion of the spectrum, the best high/low materials are usually two elements. Surprisingly, the program picked, instead, as one of the layers in the bilayer multilayer a compound: yttrium oxide (Y_2O_3) [3]. While this material, also termed yttria, is used in thin-film optics in the near IR, optical, and UV range, its utility in the extreme ultraviolet was unknown [7–9]. We fabricated multilayer mirrors containing yttria using the optimized parameters the genetic algorithm provided. None of them had the reflectance or properties calculated from the tabulated optical constants.

This created a dilemma. Were the optical constants in the EUV incorrect or did the optical constants of thin-film yttria differ significantly from those of a bulk crystal? To complicate matters, published optical constants for Y_2O_3 were noticeably higher than those computed employing the independent atom approximation (IAA) with the atomic scattering factors of Y and O. This illustrates the need for accurately measured optical constants in compound materials. The optical constants of a material are represented by its complex index of refraction, \( n \). In the extreme ultraviolet (EUV) and x-ray portions of the electromagnetic spectrum the index is written in terms of \( \delta \) and \( \beta \) [10]:

\[
n = 1 - \delta + i\beta \tag{1}
\]

Here \( 1 - \delta \) and \( \beta \) are the real and imaginary parts, respectively, of the index of refraction as a function of wavelength. In the x-ray portion of the spectrum the real part of the index \( \delta \) is usually positive. The notation \( 1 - \delta \) is used to allow easy comparison to vacuum where \( \delta = 0 \). Both \( \delta \) and \( \beta \) are small in the x-ray portion of the spectrum but roughly increase as the square of the wavelength. In the x-ray region, the complex indices of compounds can be approximated from a density-weighted sum of \( \delta \) and \( \beta \) for each of the individual elements. The basic assumption is that condensed matter can be modeled as a collection of noninteracting atoms. This semi-empirical method is the IAA. Henke et al. report that it works well at wavelengths sufficiently far from absorption thresholds [11]: “In the threshold regions, the specific chemical state is important and direct experimental measurements must be made.”

The IAA approach is applicable in the extreme ultraviolet, but as the wavelength increases, weakly bound electrons, such as those involved in chemical bonds, become more important in determining optical constants [12]. Sae-Lao and Soufl showed the presence of band transitions near 100 eV (12.4 nm) in yttrium [13]. Similarly Tomiki reported peaks in yttria reflectance spectra at 36 and 43 nm [14]. The peaks Tomiki reported were not observed in elemental yttrium spectra observed by Sae-Lao. This suggests that the IAA is not valid at the longer wavelengths in yttria reported in this paper because of both of these effects: the perturbations of the upper bands of yttrium and oxygen and absorption due to near-edge fine structure in the vicinity of the N-edges of yttrium.

There has been an increased interest in the optical constants for compounds in the extreme ultraviolet. For example, the optical constants of silicon carbide [15–18], boron carbide [19–21], aluminum nitride [22], silicon monoxide [23] and dioxide [24], zirconium dioxide [25], and various fluorides [26] have been reported in the EUV and VUV. This interest is partly for the materials’ use in optical reflectors, either as single-surface or multilayer reflectors. EUV optical constants are also needed for Kramers-Kronig type analyses [19]. In recent years, interest in the use of EUV radiation has intensified in a variety of fields—including producing more powerful computer chips [27], astrophysics, heliophysics [28], and imaging biological systems such as protein structures [29]. These technologies require accurate optical properties in the EUV to advance. As an important example relevant to this work, multilayers containing yttria have been produced and studied as reflectors for the 25 to 35 nm range [30].

Lunt’s discovery that an oxide, rather than a pure element, is the preferred “high \( \delta \)” member of the bilayer pair in the EUV multilayer was novel and invited scrutiny [3]. Thus, determining the optical constants of thin film yttria acquired some importance. Lunt’s calculations used data from The Handbook of Optical Constants-Volume 2 [31]. The EUV data therein was extracted
from figures in Tomiki’s 1992 paper on yttria [14]. Tomiki measured the VUV reflectance of single-crystal yttria down to 11.3 nm [9,14]. Employing a Kramer’s-Kronig analysis, they used this data to compute the index of refraction down to 27 nm.

That there is a discrepancy between the various sources is well illustrated by noting similarities and differences in yttria normal incidence reflectance. Our purpose was to investigate the nature of these discrepancies and to extend the range for which the indices of refraction for yttria, particularly in thin film form, are known.

2. Experimental method

2.1. Sample preparation and characterization

Two yttria samples were prepared by electron beam (e-beam) evaporation, each in a different evaporator. The first sample was e-beam evaporated in a diffusion-pumped, glass bell-jar evaporator with a base pressure of about $10^{-6}$ torr. The 25 mm x 25 mm substrate was held in a planetary stage which rotated during deposition, improving thickness uniformity. Detailed descriptions of how planetary fixtures work to improve uniformity are discussed elsewhere [32,33]. The planetary stage was located approximately 50 cm above a graphite crucible which held analytical grade $Y_2O_3$ chunks. It rotated about the bell-jar’s center line (axis of symmetry) during the evaporation. As the fixture revolved, geared teeth rotated the individual substrates on an axis pointing toward the center of the chamber to further improve coating uniformity.

Yttria films evaporated onto room-temperature substrates are porous. Such pores absorb water from the air when removed from vacuum [7,8]. One can reduce porosity by post-deposition heating in air. This has been observed to decrease porosity from about 29% to about 3% [34]. Alternatively, some researchers deposited the film at elevated temperatures. They found that crystallinity and density improves with higher deposition temperature [7,35–37]. Finally, others have used ion-beam-assisted deposition to densify films as they are being deposited [38]. We used post-deposition annealing, heating Sample 1 at 900K for 29 hours in air. The yttria film’s thickness and the refractive indices between 190 to 1000 nm were determined before and after heating using variable-angle, spectroscopic ellipsometry (J. A. Woollam M-1000). The thickness had decreased by about 30% to 20 nm and the refractive index had increased to a value (1.90) closer to bulk (1.932) at 590 nm [39]. Based on these measurement of refractive index at 590 nm we concluded that the postanneal yttria film was greater than 95% dense. The thickness of the film was also determined to be 20.5 nm as part of fitting the samples’ indices of refraction using EUV reflection measured on Beamline 6.3.2 as is discussed in the next section. In determining the EUV indices of refraction, the EUV thickness was used rather than the ellipsometric thickness. The ellipsometer and EUV may measure different areas of the sample. Thicknesses and roughnesses are summarized in Table 1.

Table 1. Thickness and roughness of Sample 1 and Sample 2.

<table>
<thead>
<tr>
<th>thickness (nm)</th>
<th>thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ellipso.</td>
<td>EUV</td>
</tr>
<tr>
<td>Sample 1</td>
<td>20</td>
</tr>
<tr>
<td>Sample 2</td>
<td>17</td>
</tr>
</tbody>
</table>

The film’s post-treatment root mean square roughness was determined to be 0.64 nm when measured over a 1 $\mu$m square grid by atomic force microscopy (AFM) [40]. The AFM power spectral density plot for Sample 1 showed a local maxima at about 95 $\mu$m$^{-1}$. This corresponds to features about 10.5 nm wide. Indeed the AFM photograph in Muhlestein [40] shows a surface composed of grains of this lateral size.
Other film chemical and physical microstructure is discussed below.

Sample 2 was evaporated in a large, cryopumped, stainless steel “box” coater. The 50 mm x 75 mm sample was attached to a planar holder located approximately 40 cm above the electron-beam source. Rotation was unnecessary; the large crucible-sample distance produced satisfactory uniformity. The thickness variation across the sample was less than 2% as determined by ellipsometry. The chamber base pressure was about $10^{-6}$ torr, and the deposition began once the chamber was evacuated to below $2 \times 10^{-6}$ torr. To avoid overheating any spot of charge in electron beam evaporation, the beam is typically rastered; however, in this case rastering was not possible. For this reason, the electron beam was significantly higher than optimal and could not be controlled. The increased current caused incandescent $\text{Y}_2\text{O}_3$ particles to fly out of the crucible—some striking the substrate holder. To reduce the number of damaging sparks reaching the substrate, a copper mesh of grid spacing 1.41 x 1.95 mm was placed 3 cm below the sample. This screen prevented most $\text{Y}_2\text{O}_3$ sparks from reaching the substrate. Following the initial evaporation, another layer was evaporated on top of the first. This sample was heated in air post-deposition at a temperature of 800 K for 20 hours. Using ellipsometry, we verified that the thickness decreased after annealing. The post-anneal ellipsometric thickness of the $\text{Y}_2\text{O}_3$ film was measured to be 17 nm. The average thickness of the yttria layer from fitting EUV measurements was 16 nm with a standard deviation of 1.7 nm, thus close to the ellipsometric measurement [41]. The weighed mean roughness, which was fit as part of the extraction of EUV reflectance for Sample 1, was 1.06 nm.

The chemical makeup of materials can have considerable impact on their index of refraction. To investigate composition x-ray photoelectron spectroscopy was employed. The results showed no evidence of nonstoichiometry. The yttrium XPS peak of other annealed yttria samples was that of oxidized yttrium with no discernable peaks or shoulders indicative of yttrium is an oxidation state other than +3. As Wang, et al. point out, postdeposition annealing temperatures above about 775 K produces stoichiometric films as judged by bandgap [34]. Therefore, based on our ellipsometric measurements we conclude that postanneal samples are sufficiently stoichiometric.

Physical structure can also impact indices. This is true for yttria in both the visible and UV regions [34]. Conceivably, it could be also be important in the EUV. Differences in crystallinity and crystal size might, in principle, explain index of refraction variations from the single crystal yttria index of refraction. To investigate their physical structure, the samples similar to those used in this experiment were analyzed using x-ray diffraction (XRD). X-ray diffraction using Cu $K\alpha$ showed no peaks not attributable to the substrate. While these results might indicate a lack of crystallinity, it is possible that the films were too thin for crystallinity to be detected by XRD. We subsequently made transmission electron micrograph (TEM) measurements of an as-deposited sample. This also showed no evidence of crystallinity. We therefore concluded that it is possible that the films were too thin for crystallinity to be detected by XRD. We subsequently made transmission electron micrograph (TEM) measurements of an as-deposited sample. These also showed no evidence of crystallinity. We therefore concluded that the samples were amorphous as deposited. Wang reported that even after heating, grain size can be very small [34]. In summary, we conclude that both of the postanneal films are stoichiometric, extremely fine grained or amorphous and greater than 95% dense.

2.2. EUV reflectance measurements

Beamline 6.3.2 at the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory was used to measure the samples’ EUV reflectance. The synchrotron source produces broadband EUV light which is dispersed and filtered in the beamline to achieve a spectral purity, $\Delta\lambda/\lambda$, of 99.75%. The desired wavelength enters the sample chamber where it reflects off the $\text{Y}_2\text{O}_3$ surface and then is incident on a silicon PIN diode which measures the intensity of the reflected light. The same detector and filters were used for the measurement of the reflected and unreflected
beams. Since the reflectance is essentially a ratio of these two measurements, any effects of detector efficiency and acceptance effects was normalized out. The angular resolution was less than 0.05 degrees. The $Y_2O_3$ surface can be rotated to achieve the desired angle of incidence. The light is mostly s-polarized, with the actual fraction of s- and p-polarization a function of the beam energy as shown in Fig. 1 [42].

![ALS Beamline 6.3.2 Polarization](image)

Fig. 1. Polarization of the light in beamline 6.3.2 as a function of wavelength.

In addition to the reflected beam, we also measured the background signal in the detector, $I_B$. This was done by measuring the signal with the mirror moved out of the path of the beam and the incident beam blocked. Since the background signal depended on the gain $G_n$ of our amplifiers and the measurements were made at a variety of gains, background measurements were made separately for each gain setting. The intensity of the incident beam was also measured directly on the $I_0$ detector. The synchrotron electron beam current was carefully controlled to <0.1% to keep the light intensity constant.

3. Analysis

The experimental reflectance $R_E$ at each wavelength was calculated as the ratio of the intensity of the reflected beam ($I_R$) to the intensity of the incident beam ($I_0$).

$$R_E = \frac{(I_R - I_{BR})}{(I_0 - I_{B0})} \left[ \frac{G_R}{G_0} \right]$$

(2)

The theoretical reflectance for each polarization $R_s$ and $R_p$ were calculated using the Parratt recursion formula [43] relating the ratio of the reflected and incident electric fields. This is discussed further in Johnson’s and Muhlestein’s theses [40,44].

$$r_{m+1} = C_m^4 \frac{r_m + f_{m,\sigma}}{r_m f_{m,\sigma} + 1}$$

(3)

where

$$r_m = C_m^2 \frac{E_m^R}{E_m^i}$$

(4)

is the ratio of the reflected electric field $E_m^R$ and the incident field $E_m$ half-way between layers $m$ and $m + 1$, $f_{m,\sigma}$ is the Fresnel coefficient between layer $m$ and layer $m + 1$ for $\sigma = p$ or $\sigma = s$. 
polarized light.

\[
f_{m,p} = \frac{n_m^2 q_{m+1} - n_{m+1}^2 q_m}{n_m^2 q_{m+1} + n_{m+1}^2 q_m}
\]

\[
f_{m,s} = \frac{q_{m+1} - q_m}{q_{m+1} + q_m}
\]

\[
q_m = \sqrt{n_m^2 - \cos^2 \theta}
\]

\[
C_m = e^{ik_m d_m/2}
\]

\[
k_m = \frac{2\pi n_m}{\lambda}
\]

where \(n_m\) is the index of refraction in the \(m\)th layer and \(\theta\) is the incident angle measured from grazing. The theoretical reflectance \(R_T\) is the weighted sum of the reflected intensities \(R_s\) and \(R_p\):

\[
R_s = |r_s|^2
\]

\[
R_p = |r_p|^2
\]

\[
R_T = R_s u_s + R_p (1 - u_s)
\]

where \(u_s\) is the fraction of the incident beam with \(s\) polarization.

Along with the Parratt [43] recursion formula, the Debye-Waller [45] correction factor:

\[
s = e^{-2q^2\sigma^2}
\]

was included to account for roughness in the \(Y_2O_3\) layer. The Fresnel coefficient on the top layer was multiplied by \(s\), decreasing the reflectance. Roughness was not included in the lower layers.

The experimental reflectance was fit to the theoretical curve using a weighted least-squares fit that minimized

\[
\sum_{i=1}^{N} \left( \frac{R_E - R_T(\theta_i, P_i)}{w_i} \right)^2
\]

where \(w_i\) weights the function in such a way that high and low reflectances have roughly equal weight in addition to a constant background error level [46]. \(N\) is the total number of data points, \(\theta_i\) are the incident angles from grazing, and \(P_i\) are fit parameters - including the index of refraction \(n_m\) and the thicknesses \(d_m\) of the film layers. Figure 2 shows four examples of the experimental, grazing-angle reflectance and some of their fits to theoretical reflectance of Sample 1 at 6.5 nm, 12.5 nm, 30 nm and 36 nm. Below 30 nm, \(\beta\) of yttria is sufficiently small that interference fringes can be seen in reflectance graphs of the samples. These peaks and maxima help correctly fit the index of refraction and sample thickness. The poor fit at 12.5 nm is partially due to the challenge of measuring and fitting data at the Si \(L_3\) edge.

4. Results and discussion

Reflectance

The curves in Fig. 3 are from two kinds of near-normal reflectance data: measured sample reflectance and reflectance computed from \(\delta\) and \(\beta\). Three measured and one computed (open circle) reflectance curves are shown in Fig. 3. The lower three curves correspond to specularly reflected light incident at 8° from normal. The black diamonds mark reflectance data replotted from Fig. 1 of Tomiki of the near-normal reflectance of the \{111\} cleaved face of an yttria crystal [14]. Reflectance measured in the present study provide the data marked with the dashed
Fig. 2. Measured reflectance data (red circles) and fits (solid blue line) for Sample 1 at four wavelengths.

The reflectance of optically thick layers can also be computed from $\delta$ and $\beta$ data. The open green circles mark the reflectance calculated via the IAA using Y and O data [10] archived at CXRO, assuming crystal density (5.01 g/cm$^3$) and no roughness, using the web tool at the site [48].

All of the reflectance curves in Fig. 3 based on yttria measurements have a similar form. They have distinct reflectance peaks at approximately 36 and 42.5 nm. In contrast, the reflectance estimated by the IAA with archive data slowly increases with increasing wavelength reaching a single broad maximum at about 38 nm (32.6 eV). In addition, the calculated maximum reflectance is lower than the peaks in Fig. 1 of Tomiki [14] and our Sample 1.

Tomiki identified these peaks as transitions involving electrons leaving the oxygen 2s levels and being excited to empty 4p–4d levels in yttrium. It is noteworthy that the reflectance of both Sample 1 and Kimura’s surface have remarkably lower amplitude than Tomiki’s crystals [14]. Whereas our samples are thin films, Kimura’s and Tomiki, et al.’s are bulk. The bulk samples are the facet of a single crystal. This suggests that the observed reflectance differences between this study and Tomiki’s is not due to differences in perfection of the crystals. Likewise crystallographic orientation is not an important factor in EUV reflectance. Kimura’s data is an indication that the reflectance measurements reported here are likely valid measurements for yttria over this wavelength range. Furthermore, they are evidence that the handbook constants based on Tomiki’s data are incorrect over this range.
Fig. 3. Near-normal reflectance of a Y$_2$O$_3$ surface from various sources. The red dashed line is the measured reflectance of Sample 1. The black diamonds (near top) and the blue dotted line, respectively, mark data extracted from Tomiki’s [14] and from Kimura’s [47] near-normal reflectance measurements of polished yttria crystals. The large green circles mark the reflectance for 8° from normal incidence calculated for a “bulk-like” sampled, also termed “thick film” via the IAA using Henke’s $\delta$ and $\beta$ data for Y and O with no roughness. Kimura’s near-normal reflectance measurements of a polished yttria crystal [47] closely matches Sample 1 (of this study). See Data File 1 for underlying values for the reflectance of Sample 1.

It is also noteworthy that IAA calculations for a “thick” yttria mirror yield a smoothly varying reflectance curve that passes through the midpoint of the peaks and valleys seen in Kimura and the present study’s reflectances in Fig. 3. The data from Henke [10] are for the Y and O as elements and cannot be expected to show these peaks in the reflectance since they are due to electronic band transitions specific to the oxide. Since the reflectances are small below 31 nm, log of reflectance is replotted for wavelengths between 5 and 31 nm in Fig. 4.

We see that the calculated normal-incidence, zero-roughness, thick-mirror reflectances of Sample 1 (triangles) and 2 (filled circles) are similar over most of the range above 19 nm. They lie about 20% below the open green circles which mark the near-normal reflectance calculated via the IAA using the web tool at CXRO [48]. It is noteworthy that below 20 nm the Sample 1 and Sample 2 reflectances diverge. This is where $\delta$ and $\beta$ differ significantly in the two e-beam samples as noted below. Surface roughness was one of the parameters fit in the global fitting of the reflectance of the samples on their substrate. (See Eq. (13).)

Optical constants

In Fig. 5, and Figure 6, $\delta$ and $\beta$ for both Sample 1 and 2 are plotted. For comparison, IAA, Tomiki and Kimura values of delta and beta are also plotted. The most noteworthy features are, first, that the measured delta values are nearly coincident with the IAA data from the CXRO web tool, and second, that in the 30 to 50 nm range, Tomiki and Palik data are distinctly larger than the CXRO and our measured data. On the other hand, beta (Figure 6) deviates significantly from IAA estimates above 30 nm. At 36 nm Sample 1’s beta is equal to that by Tomiki. However, for wavelengths above 41 eV Sample 1’s beta is significantly lower.

It can be also seen that the measured delta and beta of both samples lie below the IAA values between 17 and 28 nm. However, it is not clear in these figures that they are about 10-15% below the IAA values and that at and below 16 nm the value of delta for Sample 2 coincides with the
Fig. 4. Measured and calculated, near-normal reflectance of Y$_2$O$_3$. The top three entries in the legend are calculated from $\delta$ and $\beta$. The bottom is measured. The bottom curve (dotted line) marks the reflectance data extracted from Fig. 1 of Kimura’s [47] near-normal reflectance measurements of a polished yttria crystal. The large open green circles mark the reflectance calculated via IAA using the web tool at the CXRO websites for $8^\circ$ from normal incidence. The filled red triangles and filled purple circles (solid line) respectively correspond to reflectances calculated for a thick mirror at normal incidence based on measurements of $\delta$ and $\beta$ obtained for Sample 1 and Sample 2 in this report.

Fig. 5. $\delta$ for yttria. The large open circles mark values calculated using the IAA with Henke data archived at CXRO [10]. The solid triangles and circles are the measurements in this study. The filled brown squares are adapted from Tropf and Thomas [31]. As in Figure 3, diamonds denote data from Tomiki et al [14]. See Data File 2 for underlying values of $\delta$ for Sample 1 and Data File 3 for underlying values of $\delta$ for Sample 2.

IAA, while delta for Sample 1 remains below it. The problem in showing this is that the optical constants $\delta$ and $\beta$ vary by a factor of 40 over this wavelength range and delta and beta values are very small at short wavelengths. This variation is mostly due to $\delta$ and $\beta$ trending with the square of wavelength in the EUV. That is, they are roughly proportional to $\lambda^2$. One could replace $\delta$ and $\beta$ for any compound by the factors $f_1$ and $f_2$ defined in analogy with atomic scattering factors.
That is,

$$n = 1 - \delta + i\beta = 1 - \frac{r_0 N}{2\pi} \lambda^2 (f_1 - i f_2)$$

(15)

where $N$ is the number of yttrium atoms per unit volume and $r_0$ is the classical electron radius.

$$r_0 = \alpha \frac{\hbar c}{m_e c^2} = 2.818 \times 10^{-15} \text{ m}. \quad (16)$$

In such analysis a density is required. We have done such calculations for $N$ using the bulk density for yttria, 5.01 g/cm$^3$. We show $f_1$ in Fig. 7. It is clear here that $f_1$ for sample 1 is about 10-15% below the IAA over the whole range. Similarly, $f_1$ for sample 2 is also about 10-15% below the IAA from 17 to 35 nm and about the same value elsewhere. Since $\delta$ is proportional to $f_1$ these observations are also true for $\delta$.

In the IAA the interaction of the EUV light with a condensed matter sample is treated as the sum of the interaction of all the atoms in the material independently. The index of refraction $n$ for the material is calculated from the individual atomic scattering factors.

$$n = 1 - \delta + i\beta = 1 - \frac{r_0 N}{2\pi} \lambda^2 \sum_q N_q f^q$$

(17)

where $N_q$ is the number of atoms of type $q$ per unit volume, and

$$f^q = f_1 - i f_2 \quad (18)$$

is the scattering factor for atom $q$. For example, the index of refraction of yttria is

$$n = 1 - \delta + i\beta = 1 - \frac{r_0}{2\pi} \lambda^2 (N_Y f^Y + N_O f^O)$$

(19)

Unlike IAA, in our analysis we do not assign the electrons doing the scattering to any particular atom in the molecular unit.
5. Summary and conclusions

The indices of refraction ($\delta$ and $\beta$) of two yttria samples were experimentally determined for wavelengths of 5–49 nm. The experimentally determined $\delta$ and $\beta$ values from the two samples agree with each other for $\delta > 17$ nm and $\beta > 22$ nm. The measurements from the two samples differ from tabulated values derived by Tomiki, which appear to be too large for $\lambda > 30$ nm. This may account for the inability to accurately simulate multilayer performance for $\lambda > 30$ nm, which uses yttria optical constants from Palik. That Kimura’s reflectance data coincides with the present study in amplitude and peak position lends support to the accuracy of the data from this study. It follows that Tomiki’s constants are therefore incorrect near the reflectance maxima at 36 nm. Physical structure may not affect $\delta$ and $\beta$ as amorphous or nanocrystalline yttria films possess reflectance values similar to or larger than Kimura measured on single crystals.

The newly determined optical constants will improve EUV multilayer reflector calculations. The computed reflectance at 30.4 nm will be lower than that calculated using previous optical constants.
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