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Abstract

The musculoskeletal system can move in more ways than are strictly necessary, allowing many tasks to be accomplished with a variety of limb configurations. Why some configurations are preferred has been a focus of motor control research, but most studies have focused on shoulder-elbow or whole-arm movements. This study focuses on movements involving forearm pronation-supination (PS), wrist flexion-extension (FE), and wrist radial-ulnar deviation (RUD), and elucidates how these three degrees of freedom (DOF) combine to perform the common task of pointing, which only requires two DOF. Although pointing is more sensitive to FE and RUD than to PS and could be easily accomplished with FE and RUD alone, subjects tend to involve a small amount of PS. However, why we choose this behavior has been unknown and is the focus of this paper. Using a second-order model with lumped parameters, we tested a number of plausible control strategies involving minimization of work, potential energy, torque, and path length. None of these control schemes robustly predicted the observed behavior. However, an alternative control scheme hypothesized to control the DOF that were most important to the task (FE and RUD) and ignore the less important DOF (PS), matched the observed behavior well. In particular, the behavior observed in PS appears to be a mechanical side effect caused by unopposed interaction torques. We conclude that moderately-sized pointing movements involving the wrist and forearm are controlled by ignoring forearm rotation even though this strategy does not robustly minimize work, potential energy, torque, or path length.

New and Noteworthy

Many activities require us to point our hands in a given direction using wrist and forearm rotations. Although there are infinitely many ways to do this, we tend to follow a stereotyped pattern. Why we choose this pattern has been unknown and is the focus of this paper. After testing a variety of hypotheses, we conclude that the pattern results from a simplifying strategy in which we focus on wrist rotations and ignore forearm rotation.
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Coordinating movements involves the process of mastering redundant degrees of freedom, which allow the body to move in an infinite variety of ways (Bernstein 1967; Latash 2012). Kinematic redundancy enables humans to select preferred limb configurations over others (Burdet et al. 2013). Compared to the many studies of kinematic redundancy involving the shoulder and elbow or the whole arm—for example, see (Scholz et al. 2000; Solnik et al. 2013; Solnik et al. 2014; Yang and Scholz 2005)—relatively few studies have focused specifically on kinematic redundancy in the wrist and forearm even though many everyday manipulation tasks are performed using (mostly or entirely) the wrist and forearm. Here we focus on the task of pointing using the three degrees of freedom (DOF) of the wrist and forearm: wrist flexion-extension (FE), wrist radial-ulnar deviation (RUD), and forearm pronation-supination (PS). Pointing to a target requires only two DOF, so there are infinitely many ways in which the three DOF of the wrist and forearm can be combined to point toward a given target (Figure 1).

Campolo et al investigated such pointing movements and found that humans tended to combine these 3 DOF in a repeatable pattern (Campolo et al. 2009; Campolo et al. 2010; Campolo et al. 2011). Following similar investigations involving head-eye movements (Ceylan et al. 2000; Crawford et al. 2003; Ghosh and Wijayasinghe 2012; Glenn and Vilis 1992; Kunin et al. 2007; Radau et al. 1994; Thurtell et al. 2012; Tweed 1997) and unconstrained shoulder-elbow movements (Gielen et al. 1997; Hore et al. 1994; Hore et al. 1992; Liebermann et al. 2006a; Liebermann et al. 2006b; Marotta et al. 2003; Soechting et al. 1995), they expressed this pattern in terms of the rotation vector to determine whether the wrist and forearm followed Donders’ Law (Flash et al. 2013). Campolo et al found that the coordinates of the rotation vector did indeed group around a 2-dimensional subspace of the 3-dimensional space of the vector, concluding that redundant wrist and forearm kinematics were constrained to follow Donders’ Law. In other words, when humans point using FE, RUD, and PS, they tend to combine these DOF in a stereotyped pattern. In particular, although pointing is more sensitive to FE and RUD than to PS and could be easily accomplished with FE and RUD alone, Campolo et al found that subjects tend to involve a small amount of PS.

However, why the neuromuscular system would choose this pattern has been unknown and is the focus of this paper. Applying a variety of common cost functions involving work, potential energy, torque, and path length to a second-order model with lumped parameters, we estimated how subjects would combine these DOF if they minimized one of these cost functions. Interestingly, all cost functions predicted similar behavior in FE and similar behavior in RUD, whereas the predicted behavior in PS varied greatly between cost functions. Therefore, we used the predicted behavior in PS to determine if subjects’ pattern minimized a cost function. Surprisingly, none of the common cost functions fit the observed pattern robustly. We turned to an alternative strategy hypothesized to control the DOF that are most important to the task (FE and RUD) and ignore the less important DOF (PS), conjecturing that the observed pattern in PS might be a mechanical side effect of controlling FE and RUD caused by unopposed interaction torques. This hypothesis was found to match the observed behavior closely and robustly. We

---

Donders’ Law is an alternative description of how redundant DOF are combined during rotation. Instead of expressing the pattern as a relationship between joint angles, Donders’ Law expresses the pattern as a relationship between the coordinates of the total rotation vector (due to rotation in all DOF). Consequently, Donders’ Law states that the total rotation vector only occupies a subspace of the total space it could occupy.
conclude that humans tend to control moderately-sized pointing movements (at least up to 22.5°, the largest size tested here) involving the wrist and forearm by ignoring the forearm even though this strategy does not robustly minimize work, potential energy, torque, or path length.

Methods

We 1) performed simulations of pointing movements to determine how subjects would combine FE, RUD, and PS if they minimized common cost functions or ignored PS, 2) ran two experiments of pointing movements to measure how subjects actually combined FE, RUD, and PS, and 3) compared the simulated behavior to the experimentally observed behavior to identify the most plausible control strategy. The methods are presented in this order.

Simulations

We simulated pointing from a center target (at neutral FE, RUD, and PS) to 16 peripheral targets equally distributed on a circle surrounding the center target (Figure 1). In general, the peripheral targets were placed 15° from the center target (i.e. the target on the positive x_s-axis could be reached with 15° of wrist extension), and movements were simulated at a comfortable speed (movement duration of 0.5 s). In addition, we simulated movements to farther targets (22.5°) and movements at faster speeds (movement duration of 0.25 s) to test the effect of distance and speed on the predicted movements.

Kinematics

We modeled the kinematics of the pointing task using the coordinates shown in Figure 1. The joint coordinate system of the wrist, x_wy_wz_w, was centered in the wrist joint, with the x_w-axis pointing volarly, the y_w-axis pointing proximally toward the elbow, and the z_w-axis pointing laterally. PS, FE, and RUD were represented by p, f, and u (defined as positive in pronation, flexion, and ulnar deviation) and occurred about the y_w, z_w’, and x_w'' axes, respectively (z_w’ is the once-turned z_w-axis, and x_w'' is the twice-turned x_w-axis). The orientation of the hand is given by the resulting rotation matrix:

\[
R = R_p R_f R_u = \begin{bmatrix}
\cos p & 0 & \sin p \\
0 & 1 & 0 \\
-\sin p & 0 & \cos p \\
\end{bmatrix} \begin{bmatrix}
\cos f & -\sin f & 0 \\
\sin f & \cos f & 0 \\
0 & 0 & 1 \\
\end{bmatrix} \begin{bmatrix}
1 & 0 & 0 \\
0 & \cos u & -\sin u \\
0 & \sin u & \cos u \\
\end{bmatrix}
\]

The hand points in the negative y_w''-direction (i.e. in the negative y-direction of the coordinate frame fixed in the hand). Therefore, the direction of the hand, \( \vec{r}_h \), is given in the stationary x_wy_wz_w-frame by rotating [0, -1, 0]^T by R:

\[
\vec{r}_h = R \begin{bmatrix}
0 \\
-1 \\
0 \\
\end{bmatrix} = \begin{bmatrix}
\cos p \sin f \cos u - \sin p \sin u \\
-\cos f \cos u \\
-\sin p \sin f \cos u - \cos p \sin u \\
\end{bmatrix}
\]
The location at which subjects’ pointed was taken as the tip of \( \tilde{r}_h \) and indicated by a cursor on a screen in front of the subjects. This screen, defined by coordinates \((x_s, y_s)\), was parallel to the \( x_wz_w \)-plane, with the \( x_s \)-axis pointing in the negative \( x_w \)-direction and the \( y_s \)-axis pointing in the positive \( z_w \)-direction (Figure 1). Thus, the relationship between the tip of \( \tilde{r}_h \), given by \((x_w, y_w, z_w)\), and the cursor, given by \((x_s, y_s)\), was \((x_s, y_s) = (-x_w, z_w)\).\(^2\) Considering the relationship between \( \tilde{r}_h \) and \( p, f, \) and \( u \) above results in the following relationship between screen coordinates and joint coordinates:

\[
x_s = -\cos p \sin f \cos u + \sin p \sin u \quad (1) \\
y_s = -\sin p \sin f \cos u - \cos p \sin u \quad (2)
\]

Note that although the location to which subjects point, \((x_s, y_s)\), depends on all three joint angles \((p, f, \text{ and } u)\), it is more sensitive to \( f \) and \( u \) than to \( p \). This is especially true at the center target \((x_s = y_s = 0)\), which requires \( f = u = 0 \), but there is no constraint on \( p \) at the center target (changing \( p \) while \( f = u = 0 \) simply rotates the cursor in place). That said, \( p \) does affect \((x_s, y_s)\) at all other locations. Furthermore, its effect on \((x_s, y_s)\) increases with distance from the center target and is therefore greatest at the peripheral targets.

**Dynamics**

To simulate the dynamics of these pointing movements, we used a joint-level impedance model of wrist and forearm rotations (Peaden and Charles 2014) because it allowed us to test a large variety of control strategies. Joint-level impedance models of wrist/forearm dynamics have been able to explain other movement observations, including path curvature and movement smoothness (Charles and Hogan 2012; Salmond et al. 2017). This model includes the full joint stiffness, damping, and inertia in each DOF (including all coupling terms), gravitational effects, and joint torque. Note that although this joint-level model does not include the muscle level explicitly, it includes musculoskeletal mechanics implicitly: joint stiffness and damping represent the force-length and force-velocity effects of muscle, felt at the joint level. Joint stiffness was measured directly in a similar group of subjects and condensed to its first-order effects (Drake and Charles 2014; Formica et al. 2012; Pando et al. 2014; Seegmiller et al. 2016), and joint damping was estimated from a variety of prior studies (for details, see Peaden and Charles 2014). More importantly, we repeated all simulations with a large range of parameter values to determine the effect of under- or overestimating model parameters and other effects, including muscle contraction (see Sensitivity Analysis below).

More specifically, we modeled the dynamics of wrist and forearm rotations as:

\[
\ddot{\mathbf{M}} = I \ddot{\mathbf{q}} + D \dot{\mathbf{q}} + K \mathbf{q} + \mathbf{G}
\]

where \( \mathbf{\tilde{q}} = [p, f, u]^T \) is the angular displacement in the three DOF, with \( p, f, \) and \( u \) representing PS, FE, and RUD (positive in pronation, flexion, and ulnar deviation), respectively. \( \ddot{\mathbf{M}} = [M_p, M_f, M_u]^T \) is the torque in each DOF due to active muscle contraction; \( I, D, \) and \( K \) represent

---

\(^2\) This relationship amounts to a parallel projection of \( \tilde{r}_h \) onto the \( x_sy_s \)-plane. For the relatively small movements in this paper, this is similar to a point projection (for movements of 15°, the mean and maximum difference between parallel and point projections are on the order of 1% and 3%, respectively).
the inertia, damping, and stiffness matrices, respectively; and $\vec{G}$ is the torque due to gravity.

More specifically,

$$
\begin{bmatrix}
M_p \\
M_f \\
M_u
\end{bmatrix} = \begin{bmatrix}
I_{Hy} + I_{Fy} & 0 & 0 \\
0 & I_{Hz} & 0 \\
0 & 0 & I_{Hx}
\end{bmatrix} \begin{bmatrix}
p \\
f \\
u
\end{bmatrix} + \begin{bmatrix}
D_{pp} & D_{pf} & D_{pu} \\
D_{fp} & D_{ff} & D_{fu} \\
D_{up} & D_{uf} & D_{uu}
\end{bmatrix} \begin{bmatrix}
p \\
f \\
u
\end{bmatrix} + \begin{bmatrix}
K_{pp} & K_{pf} & K_{pu} \\
K_{fp} & K_{ff} & K_{fu} \\
K_{up} & K_{uf} & K_{uu}
\end{bmatrix} \begin{bmatrix}
p \\
f \\
u
\end{bmatrix}
$$

$$
= g l m \begin{bmatrix}
p \\
f \\
u
\end{bmatrix}
$$

where $I_{Hx}$, $I_{Hy}$, and $I_{Hz}$ represent the inertia of the hand about the body-fixed $x$, $y$, and $z$ axes of the hand centered at the wrist joint, respectively (Figure 1); $I_{Fy}$ represents the inertia of the forearm about its long axis through its center of mass; and $g$, $l$, and $m$ represent the gravitational acceleration, distance from the wrist joint center to the center of mass of the hand, and mass of the hand, respectively. All model parameters were taken from an experiment (Peaden and Charles 2014) involving 5 male and 5 female young, healthy subjects, similar to the present study. More specifically, we averaged the parameters values for male and female subjects used in that study (see Table 2 of (Peaden and Charles 2014)) to obtain a single set of model parameters.

Hypotheses

The model above is under-constrained: for each movement, there are two known variables $(x_s, y_s)$ and three unknown variables $(p, f, u)$, allowing infinitely many solutions. To investigate plausible control strategies, we simulated what $(p, f, u)$ would be if subjects minimized the following hypothesized cost functions: the amount of mechanical work required to execute the pointing movement, the change in potential energy during the movement, the amount of torque required to execute the movement, the amount of torque required to maintain the final pointing posture, and the path length. In addition, we tested a hypothesized simplifying strategy: the pointing movement is planned using only FE and RUD, and any movement in PS results as a secondary effect because the forearm is mechanically coupled to the wrist. Each of these hypotheses is described below.

Mechanical Work: The idea that the body attempts to conserve energy in movement is long standing and has been shown to be accurate in some cases (Alexander 1997). The cost associated with energy conservation used here was mechanical work, defined as

$$C_{MW} = \int_0^{p_f} M_p dp + \int_0^{f_f} M_f df + \int_0^{u_f} M_u du$$

where $p_f$, $f_f$, and $u_f$ were the final joint angles (i.e. at the target). Energy expenses resulting from non-mechanical aspects of the system (e.g. chemical processes) were not considered. This hypothesis is therefore akin to choosing the path of least mechanical resistance (impedance).

We used optimization software (the fmincon function by Matlab) to find the movement that pointed to the target and minimized the mechanical work. More specifically, the optimization software minimized $C_{MW}$ subject to the non-linear equality given in Equations 1 and 2. Each

---

3 The custom-written code used to perform the simulations can be found at https://github.com/BYUneuromechanics/Dorman_JNeurophys_2018.git
simulated movement started at the center target \((p = f = u = 0)\) and followed a standard trajectory shape (a minimum-jerk trajectory (Flash and Hogan 1985)) for each joint angle\(^4\) until terminating at a set of joint angles chosen by the optimizer. The movement duration was set to 0.5 seconds, and the applied forces necessary to execute the movement were calculated in intervals of 1ms. The optimization was constrained to keep joint angles within reasonable limits. Movement in FE and RUD was constrained to ±30°, which was greater than the maximum distance from center to peripheral targets (22.5°). Movement in PS was constrained to ±80° to allow peripheral targets to be reached with a large variety of FE-RUD combinations and still remain within the joint limit in PS.

Movement Torque: The neuromuscular system may also attempt to find the movements which minimize joint torque. This differs from minimizing work in that the displacements produced by the applied torques have no direct effect on the cost, making longer joint paths potentially more favorable if they provide less net resistance. The movement-torque cost function was defined as the integral of the magnitude of the torque vector over the duration of the movement:

\[
C_{ME} = \int_0^{t_f} |\vec{M}| \, dt
\]

where \(\vec{M} = M_p \hat{y} + M_f \hat{z}' + M_u \hat{x}''\) and \(\hat{y}, \hat{z}', \) and \(\hat{x}''\) are unit vectors along the \(y, z',\) and \(x''\) axes, respectively. Expressing \(\vec{M}\) in the \(xyz\)-frame as \(\vec{M} = M_p \hat{y} + M_f R_p \hat{z} + M_u R_p R_f \hat{x}\) yields

\[
\vec{M} = \begin{bmatrix}
M_f \sin p + M_u \cos p \cos f \\
M_p + M_u \sin f \\
M_f \cos p - M_u \sin p \cos f
\end{bmatrix}
\]

Taking the magnitude of \(\vec{M}\) and simplifying yields

\[
|\vec{M}| = \sqrt{M_p^2 + M_f^2 + M_u^2 + 2M_p M_u \sin f}
\]

To minimize this cost function, we used the same optimization software and constraints described above for minimizing work.

Postural Torque: Instead of minimizing torque all along a movement, subjects may have minimized the torque required to hold the final posture (pointing at the target):

\[
C_{PEff} = |\vec{M}_f|
\]

where subscript \(f\) refers to the final posture. Since velocity and acceleration are zero at the final posture, this cost function depended only on the final configuration of the wrist and forearm \((p_f, f_f, u_f)\):

\(^4\)For simplicity, we simulated the minimum-jerk trajectory in joint space instead of task space, but for the size of movements studied here, the resulting trajectory is nearly identical to a minimum-jerk trajectory in screen space as well.
\[ \overline{M}_f = K \begin{bmatrix} p_f \\ f_f \\ u_f \end{bmatrix} + glm \begin{bmatrix} -\cos p_f \sin f_f \cos u_f + \sin p_f \sin u_f \\ -\sin p_f \cos f_f \cos u_f \\ \sin p_f \sin f_f \sin u_f - \cos p_f \cos u_f \end{bmatrix} \]

where \( K \) is the 3-by-3 stiffness matrix of the wrist and forearm and \( g, l, \) and \( m \) represent the gravitational acceleration, the distance from the wrist joint center to the center of mass of the hand, and the mass of the hand, respectively (see Supplementary Material of (Peaden and Charles 2014) for derivation). For each target \((x_s, y_s)\), we chose values of \( p_f \) between \(-90^\circ\) and \(90^\circ\), computed the associated values of \( f_f \) and \( u_f \) (i.e. values that satisfied Equations 1 and 2), calculated the cost function \( C_{PEff} \), and found the final wrist and forearm configuration \((p_f, f_f, u_f)\) that minimized that cost function.

**Potential Energy:** Because the dynamics of wrist and forearm movements are dominated by gravity and stiffness effects (Charles and Hogan 2011; Peaden and Charles 2014), subjects may have minimized the change in potential energy required to make the pointing movement, which is:

\[ C_{PEn} = \frac{1}{2} \left( \begin{bmatrix} p_f \\ f_f \\ u_f \end{bmatrix}^T K \begin{bmatrix} p_f \\ f_f \\ u_f \end{bmatrix} - glm \left( \sin p_f \sin f_f \cos u_f + \cos p_f \sin u_f \right) \right) \]

(see Supplementary Material of (Peaden and Charles 2014) for derivation). We found the wrist and forearm configuration \((p_f, f_f, u_f)\) that minimized \( C_{PEn} \) using the same methods described above for the postural torque cost function.

**Path Length:** Subjects may have chosen movements which minimized the total path length. For rotations, the shortest path is a geodesic, which results from rotating from the initial to the final orientation about a single axis. The amount of rotation, \( \psi \), about this axis can be derived from the rotation matrix (Craig 2005):

\[ \psi = \acos \left( \frac{1}{2} \left( R_{11} + R_{22} + R_{33} - 1 \right) \right) \]

where \( R_{ij} \) is the element in row \( i \) and column \( j \) of \( R \). Using the equation for \( R \) above, it follows that:

\[ \psi = \acos \left( \frac{1}{2} \left( \cos p_f \cos f_f + \cos p_f \cos u_f + \cos f_f \cos u_f - \sin p_f \sin f_f \sin u_f - 1 \right) \right) \]

The angle \( \psi \) can be negative (meaning rotation about an oppositely directed vector), so we defined the cost function as the absolute value of \( \psi \):

\[ C_{PL} = |\psi| \]

We found the wrist and forearm configuration that minimized \( C_{PL} \) using the same methods described above for the postural torque and potential energy cost functions.

**Simplifying Strategy:** As explained above, pointing is more sensitive to FE and RUD than to PS. Therefore, one potential control strategy may be to simply ignore PS and plan pointing
movements with FE and RUD alone. Because PS is mechanically coupled to FE and RUD through stiffness, damping, and inertia (Peaden and Charles 2014), movement in FE and RUD creates interaction torques on PS which, unless opposed, will result in secondary movement in PS.

To test this hypothesis, we ignored PS during the planning stage and computed the effect on PS during the execution stage (Figure 2). With only 2 available DOF, the planning stage reduces to a fully constrained problem, so we determined the FE and RUD angles and torques necessary to reach each peripheral target using a 2-DOF model of the wrist, and then executed the movement by forward simulation using the full 3-DOF model of the wrist and forearm (with zero input torque in PS). Mechanical coupling between the DOF caused a “kickback” in PS, which was determined at each target.

Because the movement in PS was not taken into account in the planning stage, the actual final pointing direction was slightly different from the planned direction. However, the error in pointing direction was small (mean error = 1.2°, maximum error = 2.7°) and in practice could be ignored (the targets had a radius of 1.5°) or corrected toward the end of the movement using visual feedback.

### Sensitivity Analysis

To determine the robustness of the behavior predicted by each hypothesis, we performed a sensitivity analysis in which we systematically altered the parameters of the model within physiologically plausible ranges and observed the effect on the predicted behavior. We re-ran the simulation for each hypothesis under the following scenarios.

First, we may have underestimated the stiffness parameters. In particular, the stiffness parameters taken from (Peaden and Charles 2014) represent passive joint stiffness (in the absence of contraction), but muscle stiffness is known to increase with contraction (Gomi and Osu 1998; Perreault et al. 2004). Prior studies (Halaki et al. 2006; Milner and Cloutier 1993) have shown that contracting wrist flexor muscles at 15% of maximum voluntary contraction (MVC) yielded measurements of stiffness in FE that were 2-13 times higher than those measured on the relaxed wrist (Drake and Charles 2014; Formica et al. 2012; Pando et al. 2014). The vast majority of wrist muscle activity seen during activities of daily living, which includes movements similar to the movements in our experiment, is below 15% MVC (Pando and Hernandez 2013), so we’d expect the joint stiffness to increase during our study by a factor less than 13. Contracting the main pronator and/or supinator muscles (pronator quadratus, pronator teres, supinator, and biceps brachii) only increases the $K_{pp}$ element of the stiffness matrix. In contrast, because the main wrist muscles (flexor carpi radialis and ulnaris, extensor carpi radialis longus and brevis, and extensor carpi ulnaris) cross the radioulnar joint in addition to the wrist joint, contracting these muscles has the potential to increase each element of the stiffness matrix, including $K_{pp}$ (see Appendix A). While the exact magnitude of this effect depends on multiple unknown factors—such as the moment arm of each muscle with respect to PS, the amount of contraction in each muscle, and the force produced by the contraction—we can identify three different cases: 1) contraction of the main pronator-supinator muscles, leading to an increase in $K_{pp}$, 2) contraction of the main wrist muscles, leading to an increase in the entire stiffness matrix $K$, and 3) contraction of the main pronator-supinator muscles and the main wrist muscles, leading to an increase in the entire stiffness matrix, but with a greater increase in $K_{pp}$ than in the
other elements. Therefore, we multiplied either $K_{pp}$, $K$, or both ($K_{pp}$ and $K$) by a number of factors. For the first two cases, we multiplied $K_{pp}$ or $K$ by 0.5, 1, 2, 4, 6, 8, 10, 12, and 14 (the first factor, 0.5, was included in case we overestimated the passive stiffness). For the third case, we multiplied $K_{pp}$ by these same factors but the other elements of $K$ by the square root of these factors. Because all hypotheses except the path length hypothesis, which is purely kinematic in nature, involve joint stiffness, changes in joint stiffness have the potential to alter the prediction of all hypotheses except the path length hypothesis.

Second, we may have under- or overestimated the damping parameters. For movements not approaching the limits of the range of motion, such as the movements here, most of the joint damping is thought to arise from the same source as joint stiffness: stretching of muscles and tendons. Therefore, contracting pronator-supinator and/or wrist muscles should affect the joint damping in a similar manner as joint stiffness (the three cases mentioned above). Indeed, several studies (Dolan et al. 1993; Perreault et al. 2004; Tsuji et al. 1995) have shown that joint stiffness and damping ellipses are similar, especially in terms of orientation, which reflects the relative magnitudes of the matrix elements. Perreault further showed that increasing muscle contraction increased joint damping, but only by the square root of the increase in joint stiffness (Perreault et al. 2004). Therefore, we multiplied either $D_{pp}$, $D$, or both ($D_{pp}$ and $D$), as above, but by the square root of the factors above. Changes to the damping can only affect the mechanical work and movement torque hypotheses since these are the only two hypotheses that depend on the movement and not just the final posture.

Third, we may have under- or overestimated the inertial parameters, so we multiplied either the inertia matrix $I$, hand mass $m$, or both $I$ and $m$ (simultaneously) by factors 0.5, 0.75, 1, 1.5, and 2. As above, changes to the inertia can only affect the mechanical work and movement torque hypotheses. However, changes to the hand mass have the potential to affect all hypotheses except the path length hypothesis.

Experiments
To measure how subjects actually combined FE, RUD, and PS during pointing movements, we performed two experiments (Experiment 1 and 2).

Experiment 1

Subjects
Twenty young, healthy, right-handed subjects (10 male and 10 female, 23±2 (mean±SD) years old, range 20-28) participated in this experiment. None of the subjects had prior knowledge of the purpose of the experiment. Subjects reported that they were free of neurological injury or biomechanical injury to the wrist or forearm. Following procedures approved by Brigham Young University’s Institutional Review Board, written informed consent was obtained from all subjects.

Experimental Setup
Subjects were seated in a chair with the right arm in the parasagittal plane. The shoulder was in approximately 20° of flexion and 0° of abduction and humeral rotation, and the elbow was in approximately 30° of flexion. A shoulder belt constrained shoulder motion. The proximal 12 cm of the forearm (50% of the average forearm) rested on a horizontal support, constraining
elbow motion but allowing unobstructed forearm rotation. In their right hand, subjects held a lightweight handle to which an electromagnetic motion sensor (trakSTAR by Ascension Technology Corp, Shelburne, VT) was rigidly attached. A second motion sensor was fastened to the dorsal aspect of the distal forearm, approximately 4 cm proximal to the center of the wrist joint. Together these motion sensors measured forearm pronation-supination (PS), wrist flexion-extension (FE), and wrist radial-ulnar deviation (RUD) at approximately 300Hz with an angular accuracy of 0.5° and an angular resolution and 0.1°. At a combined weight of approximately 75g, the handle and two sensors added only roughly 4% of the average total mass of the hand and forearm.

In front of the subject was a monitor with 16 peripheral targets equally distributed around a center target (Figure 1). Also displayed was a cursor that represented the direction in which the hand pointed, similar to the projection of a laser pointer on a screen. The position of the cursor on the screen was calculated from subjects’ PS, FE, and RUD angles using equations 1-2 above. The cursor landed in the center target when the wrist and forearm were in neutral position, defined as follows. The forearm was in neutral PS when the dorsal aspect of the distal forearm (more specifically the dorsal tubercle of the radius and the dorsal-most protuberance of the ulnar head) was in the parasagittal plane. The wrist was in neutral FE when the handle, the center of the wrist joint, and the midpoint between the medial and lateral epicondyles were aligned. Finally, the wrist was in neutral RUD when the center of the head of the third metacarpal, the center of the wrist joint, and the lateral epicondyle were aligned. This definition of neutral position is similar to the ISB recommendation for global wrist movements (Wu et al. 2005) except that the definition of FE was adjusted to account for the fact that subjects were holding a handle.

**Protocol**

Subjects were asked to move the cursor from the center target to the highlighted peripheral target. After the cursor entered the boundary of the peripheral target and spent 0.5 sec within the peripheral target, the center target lit up, inviting the subject to return to the center target. After reaching the center target and spending 0.5 sec within the center target, the next peripheral target lit up, and so on. Targets were presented in pseudo-random order. No instruction was given regarding how to combine the three DOF.

To test the effect of movement distance and speed on any patterns, if they existed, the first set of 10 subjects made movements of two distances and speeds, as in the simulations. More specifically, subjects participated in four sessions. In each session, the distance from the center target to peripheral targets was either 15° or 22.5°, and subjects were instructed to move either at a comfortable pace or as fast as possible (referred to below as small, large, slow, and fast, respectively). To prevent overexertion, the sessions with the small movement distance were performed on one day, and the sessions with the large movement distance on a later day. The sessions involving the small movement distance required 15 visits to each of the 16 peripheral targets, and the sessions involving the large movement distance required 10 visits to each peripheral target. On each day, the order of the sessions (comfortable pace or as fast as possible) was randomized, with a 5-minute break between sessions.

The second set of 10 subjects only participated in two sessions. To explain, a preliminary analysis of the data from the first set of 10 subjects revealed that speed did not have a significant effect on the pattern of PS behavior. However, while most of these subjects showed a clear pattern of variation in PS with target location, there was quite a bit of inter-subject variability in
the phase of the patterns, and a few subjects’ data included large intra-subject variability or outliers, making it difficult to discern a consistent pattern across all subjects. Therefore, we recruited the second set of 10 subjects and asked them to make comfortably paced movements to targets at 15° (session 1) or 22.5° (session 2). In other words, the second set of 10 subjects did not make any fast movements. Both sessions required 10 visits to each of the 16 targets.

**Data processing**

Our analysis focused on outbound movements, i.e. movements from the center target to a peripheral target. Because each outbound movement started at the center target, where the wrist is in neutral FE and RUD position, there was no systematic drift in FE and RUD over the duration of a session. In contrast, the center target made no requirement on PS (see Kinematics above), so there was no ground reference for PS, and subjects slowly drifted in PS over the course of a session (usually toward pronation, as shown in Figure 3). Therefore, determining the amount of PS associated with an individual movement (\( \Delta p \)) required subtracting the PS position at the beginning of the movement (\( p_i \)) from the PS position at the end of the movement (\( p_f \)), i.e. \( \Delta p = p_f - p_i \), where the beginning and end of a movement were defined as the moments the target turned on and off, respectively (see Protocol). Likewise, determining the orientation of the target (relative to the subject’s rotated internal joint frame) required taking into account the PS position at the beginning of the movement (Figure 3). More specifically, we expressed the orientation of the peripheral target in terms of the subject’s starting orientation, i.e. \( \theta = \phi + p_i \), where \( \phi \) is the angle of the target expressed in the external frame \((x_s, y_s)\), and \( \theta \) is the angle of the target expressed in the internal joint frame \((f, u)\). Values of \( \theta \) of 0°, 90°, 180°, and 270° correspond to targets in pure radial deviation, extension, ulnar deviation, and flexion, respectively. Note that while \( \phi \) is one of 16 discrete angles \( (0°, 22.5°, 45°, \ldots, 337.5°) \), \( \theta \) can be any angle because \( p_i \) can be any angle.

All of the hypothesized control strategies described above predicted similar behavior in FE and RUD (see Results), so FE and RUD could not be used to discern which control strategies subjects may have used. In contrast, different hypothesized control strategies predicted significantly different behavior in PS, so we focused on PS and performed additional data processing. The amount of PS per movement \( (\Delta p) \) appeared to vary sinusoidally with the target angle \( (\theta) \) (see Results), so we fit a sinusoidal fit to the data from each session of each subject. More specifically, we removed the bias (mean value of \( \Delta p \)) and performed a least-squares sinusoidal fit of the form \( \Delta p = A \sin(B\theta + C) \), where \( A \) is the amplitude, \( B \) is the frequency, and \( C \) is the phase. In other words, \( A, B, \) and \( C \) became the measures describing the pattern of behavior in PS that we used in our statistical analysis (see below). The goodness of fit was determined as the R-value of each fit. The mean fit was defined as \( \Delta p = \bar{A} \sin(\bar{B}\theta + \bar{C}) \), where \( \bar{A}, \bar{B}, \) and \( \bar{C} \) were the mean of \( A, B, \) and \( C \) across subjects.

**Statistical analysis**

The resulting data describing the behavior in PS included three measures \((A, B, \) and \( C)\) and three factors: distance (small and large), speed (slow and fast), and subject (1-20). There were a total of 60 factor-level combinations: \( 2\times2 \) for the first set of 10 subjects and \( 2\times1 \) for the second set of 10 subjects (only the first set of subjects performed fast movements—see above). Any factor-level combination for which \( A, B, \) or \( C \) was more than 2 standard deviations from the
mean was considered an outlier and excluded from further analysis. On the remaining data set we performed for each measure a three-way mixed-model ANOVA with factors distance, speed, and subject, with subject as a random factor.

Experiment 2

In Experiment 1, subjects began each movement in neutral FE and RUD, but PS was not constrained to start in neutral PS. This difference in the initial states of the DOF could have affected how subjects controlled the DOF. To test this hypothesis, we repeated Experiment 1, but with PS constrained to start in neutral position so all three DOF would have the same initial conditions.

Ten new, healthy, right-handed subjects (5 male and 5 female, 26±13 years old, range 18-54) participated in Experiment 2. As in Experiment 1, none of the subjects had prior knowledge of the purpose of the experiment, and subjects reported that they were free of neurological injury or biomechanical injury to the wrist or forearm. Following procedures approved by Brigham Young University’s Institutional Review Board, written informed consent was obtained from all subjects.

The setup, protocol, and data processing of Experiment 2 were identical to those of Experiment 1 except for the following differences. 1) We added to the cursor two crosshairs (i.e. two sets of mutually perpendicular lines) that translated with the cursor. The crosshairs were centered in the center of the cursor and extended a bit beyond the circumference of the cursor. As the crosshairs translated with the cursor, one always remained vertical and horizontal, whereas the other rotated with PS. Therefore, the angle between the crosshairs represented the amount of PS. When the crosshairs were aligned, the forearm was in neutral PS. For the next peripheral target to appear, subjects had to bring the cursor to the center target and (at the same time) align the crosshairs, requiring all three DOF to be in neutral position at the start of each movement. The tolerance was equal for all three DOF: to bring the cursor within the center target required FE and RUD to be within 1.5° of their neutral positions, and the crosshairs were required to be aligned within 1.5° of each other, forcing PS to be within 1.5° of its neutral position. Both crosshairs appeared only when the cursor was within the center target; once the movement was underway and the cursor left the center target, the crosshairs vanished to avoid any suggestion that subjects should continue to maintain the forearm in neutral PS. 2) Having determined in Experiment 1 the effect of movement amplitude and speed, we focused here on testing the effect of controlling the initial state of PS. Therefore, subjects only made small-slow movements, visiting each of the 16 targets 10 times.

To determine the effect of constraining PS at the center target (at the beginning of the movement), we compared $\Delta p$ between the small-slow movements of the subjects in Experiment 1 (where PS was not constrained at the center target) and the small-slow movements of the subjects in Experiment 2 (where PS was constrained at the center target). More specifically, we performed for each measure (amplitude, frequency, and phase) a two-way mixed-model ANOVA with factors constraint (unconstrained or constrained) and subject, with subject as a random factor.

---

5 We used 2 SD because several extreme outliers skewed the mean and SD of the relatively small sample size (one fit per subject, resulting in only 10 samples for some protocols) to the point that they were still within 3 SD even though they clearly different from the rest of the data.
Comparison of Experimental and Simulated Data

We compared the pattern of $\Delta p$ vs. $\theta$ predicted by each hypothesis to the observed pattern in terms of shape (e.g. sinusoidal), frequency, amplitude, and phase. Since most of the hypotheses exhibited patterns of $\Delta p$ that were not sinusoidal (see Results), we used the following definitions. Frequency was defined as the number of local maxima per revolution in $\theta$, and amplitude was defined as half the difference between the global maximum and global minimum of $\Delta p$. The phase was defined as for a sinusoid, i.e. $90^\circ - B\theta_{max}$, where $B$ is the frequency of $\Delta p$ and $\theta_{max}$ is the value of $\theta$ at which the first local maximum in $\Delta p$ occurs.

Results

Simulations

All of the hypothesized control strategies predicted similar behavior in FE and similar behavior in RUD (Figure 4A-B). This behavior is expected for a task that is most sensitive to FE and RUD: pointing up used mostly radial deviation, pointing right used mostly extension, pointing down used mostly ulnar deviation, and pointing left used mostly flexion (Figure 1). In contrast, the predicted behavior in $\Delta p$ varied greatly between hypotheses (Figure 4C). Amplitudes ranged from 1° (path length) to 23° (postural torque), frequencies were either 1 cycle/rev (simplifying strategy) or 2 cycles/rev (all other hypotheses), and phase ranged from 34° (mechanical work) to 180° (path length). Because different hypothesized control strategies predicted significantly different behavior in PS, we focused on the predicted behavior in PS (as opposed to FE or RUD) to discern which control strategies subjects may have used. As mentioned above, we repeated the simulations for two movement distances and speeds, but all hypotheses showed the same effect: increasing the distance to the peripheral targets increased the amplitude of $\Delta p$, and increasing movement speed had no effect on $\Delta p$.

Sensitivity Analysis

As described above, we also repeated the simulations with different model parameters (stiffness, damping, inertia, and mass) to determine the effect on the predicted behaviors in PS. A detailed report can be found in the Appendix B. Summarizing, we found that: 1) The frequency of the Movement Torque and Postural Torque hypotheses varied between 1, 2, and 3 cycles/rev depending on stiffness, whereas the frequencies of the other hypotheses were constant at 1 cycle/rev (Simplifying Strategy) or 2 cycles/rev (Mechanical Work, Potential Energy, and Path Length) regardless of stiffness, damping, or inertia/mass. 2) The amplitude of hypotheses were most sensitive to stiffness; except for the Path Length hypothesis, the amplitudes of all hypotheses decreased dramatically with increases in the stiffness in PS ($K_{pp}$). In contrast, increasing damping only affected the Mechanical Work and Movement Torque Hypotheses (modest decrease in amplitude), changing inertia had virtually no effect on any hypothesis, and increasing hand mass caused only a modest increase or decrease in some hypotheses.
Experiments

Experiment 1

Subjects’ pointing movements consisted mostly of FE and RUD, as expected for a task that is most sensitive to these two DOF (Figure 5A). In harmony with the simulations described above, FE and RUD varied sinusoidally with movement direction: subjects used mostly radial deviation, extension, flexion, and ulnar deviation for pointing up, right, down, and left, respectively (Figure 1). As explained above, PS drifted over the course of the experiment (Figure 3A). This behavior in FE, RUD, and PS was previously described in detail (Campolo et al. 2009; Campolo et al. 2010; Campolo et al. 2011). In contrast, the change in PS during each movement (Δp), which was much smaller in comparison, has not been reported previously and proved valuable in discerning between control strategies. Most subjects exhibited a discernible sinusoidal pattern in Δp vs. θ (Figure 6A). For example, averaged over the small-slow session, the sinusoidal fits of Δp with respect to θ had an amplitude of 1.52° ± 0.66° (mean ± SD), a frequency of 1.04 ± 0.08 cycles per revolution in θ, a phase of 138° ± 36° (relative to a pure sinusoid), and an average correlation coefficient (R-value) of 0.77 ± 14 (Table 1).

This sinusoidal pattern in Δp vs. θ persisted despite changes in movement speed or distance, though increasing the distance did increase the amplitude of the sinusoidal pattern (p<0.001; Table 2): on average, increasing the distance between targets by 50% (from 15° to 22.5°) increased the amplitude of Δp by 100% (from 1.6° to 3.2°). There were several other statistically significant effects, but the effect sizes were small. Distance and speed had statistically significant main and interaction effects on the frequency of Δp (Table 2), but the average frequency remained close to 1 cycles per revolution in θ (range 0.84-1.05 cycles/rev) for all factor-level combinations (small, large, slow, and fast). Unless there is an unexplainable discontinuity in Δp at θ = 0° (radial deviation), the frequency of Δp must be an integer number of cycles per revolution in θ, so we interpreted the fit frequencies to be 1 cycle/rev (as opposed to 2 or 3 cycles/rev). The only other statistically significant effect was also relatively small: increasing the movement speed from a comfortable pace to “as fast as possible” decreased the average phase from 138° to 127°. There were no statistically significant effects of distance or speed on the correlation coefficient R. Because the pattern in Δp vs. θ was similar for both distances and speeds, we present the results only for the small-slow condition.

Experiment 2

As in Experiment 1, subjects in Experiment 2 pointed mostly using FE and RUD, with little movement in PS by comparison (Figure 5B). Also as in Experiment 1, most subjects’ small movement in PS exhibited a discernible sinusoidal pattern in Δp vs. θ (Figure 6B). Averaged over all 10 subjects (Figure 7C), the sinusoidal variation of Δp with θ had an amplitude of 2.45° ± 1.22° (mean ± SD), a frequency of 1.04 ± 0.04 cycles per revolution in θ, a phase of 136° ± 28° (relative to a pure sinusoid), and an average correlation coefficient (R-value) of 0.76 ± 08 (Table 3).

Comparison between Experiment 1 and Experiment 2

Constraining PS at the center target increased the amplitude of Δp (p=0.007) from 1.4061° to 2.1484° but had no statistically significant effect on frequency, phase, or the correlation
Comparison of Experimental and Simulated Data

As the effect of movement distance and speed was the same for all hypothesized control strategies and similar to the effect on the observed behavior (increasing distance increases $\Delta p$, but increasing speed does not affect $\Delta p$), we could not use this effect to determine which control strategy best matched the observed behavior. Instead we turned to the change in $\Delta p$ with movement direction (Figure 8A). A comparison of the experimental data to the first set of simulations (using the default model parameters) shows that none of the predicted patterns in $\Delta p$ matched the observed pattern in amplitude, frequency, and phase. However, under certain conditions within the physiologically plausible range of parameter variations (see Methods), three hypotheses matched the experimental data in amplitude, frequency, and phase: Simplifying Strategy, Movement Torque, and Postural Torque (Figure 8B).

The Simplifying Strategy hypothesis matched the experimental data most closely and most robustly. Its predicted pattern of $\Delta p$ was always sinusoidal with a frequency of 1 cycle/rev regardless of parameter values, but the amplitude predicted with the default parameters was too high. However, the amplitude decreased if $K_{pp}$ or both $K_{pp}$ and $K$ were increased. The predicted amplitude perfectly matched the observed amplitude when $K_{pp}$ was increased by a factor of 3.7 or $K_{pp}$ and $K$ were increased together ($K_{pp}$ by a factor of 7.8 and the other elements of $K$ by a factor of 2.8). Increasing $K_{pp}$ caused the predicted phase ($131^\circ$) to match the observed phase ($138\pm36^\circ$) more closely than increasing $K_{pp}$ and $K$ together ($100^\circ$).

Although the Movement Torque hypothesis was never exactly sinusoidal and varied in frequency between 1, 2, and 3 cycles/rev, there existed a narrow window of parameter values in which its predicted pattern matched the observed pattern quite closely: if $K_{pp}$ was multiplied by a factor of 5.8, the predicted pattern was roughly sinusoidal with a frequency of 1 cycle/rev, amplitude of 1.5°, and phase of 123° (Figure 8B). Likewise, the Postural Torque hypothesis was never exactly sinusoidal and also varied in frequency, but there were two conditions with an approximate match: 1) when $K_{pp}$ was multiplied by a factor of 6.3, the predicted pattern was roughly sinusoidal with a frequency that looked like 1 cycle/rev (it was actually 2 cycles/rev, but one of the maxima was small), amplitude of 1.5°, and phase of 137°; and 2) when $K_{pp}$ and $K$ were increased together ($K_{pp}$ by a factor of 14 and the other elements of $K$ by a factor of $\sqrt{14}$), the predicted pattern was roughly sinusoidal with a frequency of 1 cycle/rev, amplitude of 2.2°, and phase of 111°. Note that the mean of the experimental data was removed before fitting it with sinusoids (see Methods), so the difference in absolute value between the experimentally observed pattern and these hypotheses should be ignored.

Of these three hypotheses, the Simplifying Strategy hypothesis is the most likely cause of the observed pattern in $\Delta p$ for two reasons. First, its pattern matches the observed pattern far more robustly than the other two hypotheses. The Simplifying Strategy hypothesis always exhibits the same shape (sinusoidal) and frequency as the observed data, as well as a similar phase, independent of model parameters. Although not all of the experimental data sets exhibited a clear sinusoidal pattern with a frequency of 1 cycle/rev (Figure 6), none of the sets exhibited discernable patterns with frequencies other than 1 cycle/rev. Second, the change in model parameters required to achieve a close match in amplitude as well (i.e. increasing $K_{pp}$ by a factor of 3.7) is one that is entirely plausible; using co-contraction to stabilize a proximal DOF (PS)
against interaction torques created during a movement planned to involve only distal DOF (FE and RUD) is a reasonable strategy. In contrast, the Movement Torque and Postural Torque hypotheses do not consistently match the observed behavior. These hypotheses exhibit patterns that differ from the observed behavior in shape, frequency, amplitude, and phase for much of the physiologically plausible range of model parameters. Only in a relatively narrow window of model parameters do the predicted patterns match the observed pattern. Perhaps most importantly, the changes in model parameters required to make the predicted patterns match the observed pattern are unlikely to occur in the context of these two hypotheses. In other words, there is no a priori reason why the Movement Torque or Postural Torque hypotheses should include a stiffening of the PS DOF that is significantly higher than the stiffening that might occur in FE or RUD. We therefore concluded that the Simplifying Strategy hypothesis is the most likely hypothesis, and we performed additional tests to further probe the match between the predicted and observed patterns.

Further Testing of the Simplifying Strategy Hypothesis

While the phase predicted by the simplifying strategy hypothesis (131°) matched the experimentally observed phase on average (138°), the latter exhibited considerable variability between subjects (SD = 36°; range = 44°-188°; Figure 7A). To test whether the simplifying strategy hypothesis could predict this large variability between subjects, we determined the effect of inter-subject variation in modeling parameters on the predicted phase by repeating the simulation of the Simplifying Strategy Hypothesis using the individual inertia, damping, and stiffness matrices of ten young, healthy subjects (five male and five female) who participated in a prior study (Peaden and Charles 2014). Although these subjects were not the same subjects who participated in our study, the variation in their inertia, damping, and stiffness was assumed to be similar to the variation in the subjects who participated in our study (for whom individual parameters were unknown). We found that the variation in predicted phase produced by using individual inertia, damping, and stiffness matrices (SD = 24°; range = 95°-166°) was of the same order of magnitude as the variation in phase observed experimentally, providing another indication that the simplifying strategy hypothesis could be the cause of the observed pattern of ∆p.

Discussion

Pointing with the three DOF of the wrist and forearm (PS, FE, and RUD) is a component of many everyday manipulation tasks in which the long axis of an object needs to be oriented in a particular way. Although this task is more sensitive to FE and RUD than to PS and could be accomplished using FE and RUD alone, Campolo et al found that subjects tended to use a small amount of PS (Campolo et al. 2009; Campolo et al. 2010; Campolo et al. 2011). The goal of this study was to uncover the reason subjects pointed in this manner. We tested a variety of common cost functions and found that minimizing these cost functions did not predict the observed behavior. In contrast, an alternative hypothesis, stipulating that subjects planned pointing movements using only FE and RUD, and that the observed movement in PS was just a side-effect of unopposed interaction torques, fit the data closely and robustly. Therefore, we concluded that humans tend to control moderately sized pointing movements involving the wrist and forearm by ignoring the forearm.
The conclusion that subjects focused on the most important DOF and ignored the least important DOF may not seem very interesting unless one considers the full picture. First, according to our simulations, the control strategy of ignoring the forearm does not minimize energy, work, torque, or path length. For many redundant tasks, the observed behavior can be predicted using a variety of different cost functions, making it difficult to discern which cost function (or combination of cost functions) may have been minimized. In contrast, for the pointing task studied here, only one of the control strategies tested predicted the observed behavior robustly. This is a strong result; not only does it clearly favor the simplifying strategy hypothesis, it also implies that the cost functions associated with torque, energy, work, and path length were not minimized. We conclude that, for this specific task, the control system either a) values simplicity in control (“control the most important DOF and ignore the others”) more than minimizing torque, energy, work, or path length, b) does not perceive a difference in cost, i.e. the difference in cost may be below the perceptual threshold, or c) does not know how to minimize the other costs.

Second, although PS affects the task goal less than FE and RUD, it still affects it, and ignoring PS results in movement error. To clarify, ignoring PS in the planning stage results in unopposed interaction torques in the execution stage; these unopposed interaction torques in turn produce movement in PS, resulting in simulated mean and maximum errors in pointing direction of 1.2° and 2.7°, respectively. Although these errors are relatively small (the targets had a radius of 1.5°), the fact that these errors went unchecked during the duration of the experiment implies that the increase in simplicity with this control strategy (ignoring PS) was worth the decrease in accuracy.

Third, the conclusion that subjects focused on the most important DOF and ignored the least important DOF goes far beyond (if not differs from) the conclusion of previous investigations of this task, which stated that the observed pattern was due to a neural constraint. Following Donders’ approach (for a summary, see (Campolo et al. 2010)), Campolo et al focused their analysis on the rotation axis that transforms the wrist and forearm from their neutral position to a given orientation (Campolo et al. 2009; Campolo et al. 2010; Campolo et al. 2011; Tagliamonte et al. 2011). They found that the coordinates of this rotation axis tend to lie on a 2-D subspace (a surface) of the 3-D space of the vector, indicating that subjects’ behavior followed Donders’ Law. Following similar investigations of Donders’ Law in eye movements, Campolo et al concluded that this (the fact that subjects’ behavior followed Donders’ Law) implied the existence of a neural constraint on the kinematics of wrist and forearm rotations.

Donders’ Law

Does the observed pattern follow Donders’ Law? It depends on the definition since Donders’ Law has been variously used to describe both phenomena and control strategies (Ceylan et al. 2000; Crawford et al. 2003; Ghosh and Wijayasinghe 2012; Gielen et al. 1997; Glenn and Vilis 1992; Hore et al. 1994; Hore et al. 1992; Kunin et al. 2007; Liebermann et al. 2006a; Liebermann et al. 2006b; Marotta et al. 2003; Radau et al. 1994; Soechting et al. 1995; Thurtell et al. 2012; Tweed 1997). To clarify, Donders’ Law can be defined as a description of an experimentally observed phenomenon, similar to Fitts’ Law (Fitts 1954) or the Two-third Power Law (Lacquaniti et al. 1983; Viviani and Schneider 1991). These laws describe experimentally observed relationships (invariants or stereotyped behaviors) between variables
that are not fully constrained by the movement task. Specifically, Donders’ Law describes the existence of a kinematic relationship between redundant rotational DOF. Because $\Delta p$ is a function of PS, and $\theta$ is a function of target position $(x_s, y_s)$, which in turn is a function of PS, FE, and RUD (by Equations 1 and 2), the observed sinusoidal relationship between $\Delta p$ and $\theta$ implies a relationship between PS, FE, and RUD. This latter relationship can be expressed alternatively as a relationship between the coordinates of the rotation vector (by expressing PS, FE, and RUD as a rotation matrix and calculating the rotation vector from the matrix (Craig 2005)). Therefore, if Donders’ Law is defined as an experimentally observed relationship between rotation vector coordinates, then the pattern of behavior described in this paper qualifies as an instance of Donders’ Law, as would any other kinematically redundant rotation that exhibits stereotyped kinematics.

Alternatively, Donders’ Law is sometimes interpreted as a neural constraint on joint kinematics used to solve the redundancy problem. This interpretation is in our view problematic because the observation of a pattern between redundant kinematic variables does not necessarily imply a control strategy that directly constrains these variables. Such a pattern may instead result from higher-order control strategies that do not directly place any constraints on these kinematic variables. For example, we have proposed in this paper that the observed pattern of PS is not directly controlled but rather a mechanical side effect of a control strategy that focuses on FE and RUD.

Simplifying strategies

The hypothesis that humans employ simplifying strategies instead of optimization is not new and has found traction in a variety of fields. For example, referring to economic decision making, Simon observed in 1956 that “however adaptive the behavior of organisms in learning and choice situations, this adaptiveness falls far short of the ideal of “maximizing” postulated in economic theory. Evidently, organisms adapt well enough to “satisfice”; they do not, in general, “optimize.”” (Simon 1956). Similar simplifying strategies have been hypothesized for controlling movement: “the individual confronted with a new task has no motivation to find a solution that is optimal according to physical performance criteria; rather, the motivation is to find quickly a solution that is good enough to get rewarded without expending more time or effort than the reward is perceived to be worth” (Loeb 2012). In their experiment with multiple local cost-function minima, Ganesh et al observed that subjects frequently chose a suboptimal solution “even after sufficient experience of the optimal solution” (Ganesh et al. 2010). Such “good-enough control” strategies often enjoy a robust multiplicity of solutions that could be acquired via trial-and-error learning instead of the more mathematically complex process of optimization.

The passive motion paradigm (PMP) has been proposed as an alternative to optimal control (Mohan and Morasso 2011) and was recently applied to the problem of pointing with the wrist and forearm (Tommasino and Campolo 2017). This strategy “offers the brain a way to dynamically link motor redundancy with task-oriented constraints “at runtime,” hence solving the “DoFs problem” without explicit kinematic inversion and cost function computation” (Mohan and Morasso 2011). The basic idea is that task goals are reformulated as attractor fields that pull the end-effector toward the goal, naturally resulting in joint displacements that satisfy the dynamic constraints imposed by joint impedance, including interaction torques. To clarify, the “DoFs problem” can be stated as follows: given a task goal (e.g. move the end-effector from A to B), what must the joints do to achieve this goal? If the linkage is
simplifying strategy proposed here shares some similarity to the PMP but differs in a key aspect: instead of the end-effector \((x_s, y_s)\) being attracted toward the target, it is a subset of the joint DOF (FE and RUD) that is “attracted” (actually constrained to follow a straight-line trajectory) toward the target. One could argue that constraining these DOF to follow a straight-line trajectory toward the target effectively constrains the end-effector to follow a straight-line trajectory toward the target as well (because the position of the end-effector is more sensitive to FE and RUD than to PS—see Methods). However, this kinematic constraint is very different from the dynamic constraints imposed by the impedance. Consequently, the PMP will predict movements that are, in general, different from those predicted by the simplifying strategy proposed here.

Our conclusion that FE and RUD are controlled while PS is ignored bears some resemblance to the leading-joint hypothesis (LJH), a simplifying strategy for controlling the dynamics of multi-joint movements according to the hierarchy of the joints (Dounskaia 2005). The “leading” joint is accelerated or decelerated “as during single-joint movements, i.e. largely disregarding motion at the other joints,” whereas the subordinate joints are left to “regulate interaction torque [created by the motion of the leading joint] and to create net torque that results in motion of the end-effector required by the task” (Dounskaia 2005). However, we observed two “leading joints” (FE and RUD), not one, and we did not observe any regulation of interaction torques by the subordinate joint (PS), although it is possible that such regulation would have occurred if the effect on PS had been large enough to interfere with the task.

Whether the particular simplifying strategy we observed is applied to other kinematically redundant tasks no doubt depends on the task, the DOF involved, the size of the task movements relative to the range of movement in each DOF, speed and accuracy constraints, etc. For example, if we had placed the targets in our task beyond the range of motion in radial-ulnar deviation (e.g. beyond \(\pm 30^\circ\)), subjects would not have been able to ignore PS and accomplish the task with FE and RUD alone—they would have been forced to use a different control strategy that involved a large amount of PS.
That said, our finding that some of the observed behavior was caused by mechanics may hold true in other tasks as well. It is not uncommon to discover that behavior previously ascribed solely to a neural constraint is caused, at least in part, by the mechanics of the “plant”. For example, whereas early investigations of eye movement behavior postulated that the problem of noncommutativity of ocular rotations was solved within neural networks, more recent investigations found that “part of the solution for kinematically appropriate eye movements is found in the mechanical properties of the eyeball” (Ghasia and Angelaki 2005). Such mechanical properties often include lower-level anatomical constraints that naturally favor some patterns of joint rotation between DOF, sometimes termed non-independence (for example the non-independence of finger action). One way to represent non-independence is through interaction torques, which specify the torque in one DOF due to displacement, velocity, acceleration, etc., in other DOF. In a linear model, interaction torques stem from the off-diagonal terms of the stiffness, damping, and inertia matrices, which are precisely the linear approximation of non-independence constraints. A few past studies have characterized the coupled stiffness, damping, and inertia matrices of these three DOF (Drake and Charles 2014; Park et al. 2017), and since our model includes these matrices, it includes a linear approximation of the non-independence between these three DOF. Furthermore, our conclusion that the behavior in PS is due to uncontrolled interaction torques is the same as the conclusion that the behavior in PS is due to non-independence between the three DOF. Thus the behavior in PS is not a control strategy; PS is uncontrolled. However, the choice to control the pointing direction using only FE and RUD and not PS, as well as the choice to leave PS exposed to interaction torque without intervention, can be considered part of the control strategy.

Limitations

We modeled the pointing movements using a relatively simple joint-level model because it allowed us to test a large variety of control strategies. Although this model includes the first-order muscle mechanics felt at the joint level (see Methods), it ignores many other effects included in state-of-the-art musculoskeletal modelling software, such as non-linearities in the muscle force-length and force-velocity effects, changing moment arms, and muscle activation dynamics. Including these effects may have yielded different results, but such modelling software does not allow direct investigation of the control strategies investigated here and relies on a large number of model parameters, making it difficult to discern the robustness of results. Because the model used here was simple, it provides—to the best of our knowledge—the simplest explanation of the observed behavior.

We tested a relatively large and diverse set of hypotheses involving work, potential energy, torque during movement, torque required to maintain a posture, path length, and simplifying strategy. The simplifying strategy hypothesis matched the observed pattern in frequency and phase and, if the stiffness was increased in a plausible manner, amplitude as well. In contrast, the other hypotheses failed to robustly match the observed behavior in one or more significant aspects. We therefore concluded that the observed behavior in PS was due to mechanical coupling. Nevertheless, it is possible that other plausible but untested hypotheses could match the data as well. Such plausible hypotheses include combinations of the cost functions tested here (Berret et al. 2011). That said, combining multiple cost functions with different weightings introduces more unknown variables, making it difficult to determine the strategy that is actually employed.
The observed displacement in PS was small (mean amplitude of 1.4° for small, slow movements), and it is possible that the pattern was affected or even caused by soft-tissue artifact. It is difficult to completely rule out this possibility without measuring the movement of the bones directly. Nevertheless, the simplicity of the hypothesis that the neuromuscular system solves the problem of redundancy in pointing with the forearm and wrist by focusing on the most task-relevant DOF, combined with the fact that it fits the observed pattern quite well, argues in favor of our conclusion.

The conclusions of this paper should not be extrapolated beyond the conditions tested here, in particular to rotations of much larger amplitude. The current study focused on rotations of moderate size (15° and 22.5°). In this space, the only hard constraint on the three DOF (PS, FE, and RUD) is that the hand point toward the target (i.e. Equations 1-2). Even though 22.5° was close to subjects’ available ROM in radial deviation, all subjects were able to reach the target in radial deviation without significant use of PS. In other words, the observed pattern of PS did not serve to rotate subjects’ wrist toward flexion or extension in order to take advantage of the larger ROM in FE; the amplitude in PS was on average 1.52° (Table 1), which is far too small to gain an effective increase in ROM. That said, if targets were placed beyond the available ROM in RUD (e.g. at 45°), subjects would be forced to adopt the strategy of using large rotations in PS to allow them to reach otherwise unattainable targets (i.e. those close to the y2-axis) with FE instead of RUD. Also, as the distance to the target increases, the role of PS increases. In other words, as the distance to the target increases, poorly controlling PS increasingly deteriorates the accuracy of the pointing direction. Therefore, although interaction torques on the forearm exist for any non-trivial rotation, other factors become increasingly important for larger rotations, so it is unlikely that the conclusions reached in this paper would extrapolate to pointing movements requiring much larger rotations. That said, the rotations investigated here are relevant since rotations of this size (up to 22.5°) cover approximately 70% of the range of motion used during activities of daily living (Anderton and Charles 2012).

All subjects performed the task with their right upper limb. We expect the pattern of $\Delta p$ for the left limb to be identical to the pattern for the right limb when the pattern is expressed in joint space. For example, a movement of the right limb involving extension and radial deviation should elicit the same amount of $\Delta p$ as a movement of the left limb involving extension and radial deviation. However, we expect to see a difference between limbs when $\Delta p$ is mapped onto target angles (i.e. a plot of $\Delta p$ vs. $\theta$) since extension and radial deviation move the right hand toward a target in the first quadrant but the left hand toward a target in the fourth quadrant. Therefore, we expect the pattern of $\Delta p$ vs. $\theta$ for the left limb to be reflected about $\theta = 180°$ relative to the pattern of $\Delta p$ vs. $\theta$ for the right limb.

Conclusion

How the neuromuscular system deals with kinematic redundancy is an important question in motor control and has been the focus of many studies. However, although the wrist and forearm are known to combine in a stereotyped pattern during kinematically redundant pointing movements (Campolo et al. 2009; Campolo et al. 2010; Campolo et al. 2011), the reason the neuromuscular system selects this pattern has been unknown. Here we presented the key observation that in many subjects pronation-supination (PS) varied sinusoidally with target direction, and we tested a variety of hypothesized reasons underlying this pattern. The hypotheses involving common cost functions failed to robustly predict the observed behavior, while the hypothesis that the pointing movement is planned using only FE and RUD predicted
behavior that matched the observed pattern quite well, especially when stiffness was increased in a plausible manner. We conclude that the neuromuscular system solves the challenge of kinematic redundancy in moderately-sized pointing movements involving the wrist and forearm by ignoring the forearm even though this strategy does not robustly minimize work, potential energy, torque, or path length.
**Appendix A**

The relationship between joint stiffness and muscle stiffness depends on the Jacobian between joint space and muscle space (Burdet et al. 2013). Joint space is defined by joint angles $\mathbf{q} = [p, f, u]^T$. Muscle space is defined by muscle lengths $\mathbf{\lambda} = [\lambda_1, \lambda_2, ..., \lambda_8]^T$, where muscles 1-4 represent the main pronator-supinator muscles (pronator quadratus, pronator teres, supinator, and biceps brachii), and muscles 5-8 represent the main wrist muscles (flexor carpi radialis, flexor carpi ulnaris, extensor carpi radialis longus and brevis (combined), and extensor carpi ulnaris).

The relationship between muscle velocity and joint speed is given by the moment arms $\rho_{ij}$ between muscle $i$ and joint coordinate $j$:

$$
\begin{bmatrix}
\dot{\lambda}_1 \\
\dot{\lambda}_2 \\
\dot{\lambda}_3 \\
\dot{\lambda}_4 \\
\dot{\lambda}_5 \\
\dot{\lambda}_6 \\
\dot{\lambda}_7 \\
\dot{\lambda}_8 \\
\end{bmatrix} = 
\begin{bmatrix}
\rho_{11} & 0 & 0 \\
\rho_{21} & 0 & 0 \\
\rho_{31} & 0 & 0 \\
\rho_{41} & 0 & 0 \\
\rho_{51} & \rho_{52} & \rho_{53} \\
\rho_{61} & \rho_{62} & \rho_{63} \\
\rho_{71} & \rho_{72} & \rho_{73} \\
\rho_{81} & \rho_{82} & \rho_{83} \\
\end{bmatrix}
\begin{bmatrix}
\dot{p} \\
\dot{f} \\
\dot{u} \\
\end{bmatrix}
$$

The matrix of moment arms is the Jacobian $J_\mu$ that transforms the matrix of muscle stiffness, $K_\mu$, into the matrix of joint stiffness, $K$ (Burdet et al. 2013):

$$
K = J_\mu^T K_\mu J_\mu + \frac{dJ_\mu}{dq}^T \mathbf{\bar{\mu}}
$$

where $\mathbf{\bar{\mu}}$ is the 7-element vector of muscle forces corresponding to $\mathbf{\lambda}$. Assuming that the stiffness of each muscle is independent from the stiffness of the other muscles (i.e. assuming $K_\mu$ is diagonal), and focusing on the relationship between muscle stiffness and joint stiffness (i.e. ignoring the second term on the right), the elements of $K$ are:

$$
K(1,1) = K_\mu(1,1) \rho_{11}^2 + K_\mu(2,2) \rho_{21}^2 + K_\mu(3,3) \rho_{31}^2 + K_\mu(4,4) \rho_{41}^2 + K_\mu(5,5) \rho_{51}^2 + K_\mu(6,6) \rho_{61}^2 + K_\mu(7,7) \rho_{71}^2 + K_\mu(8,8) \rho_{81}^2
$$

$$
K(1,2) = K_\mu(5,5) \rho_{51} \rho_{52} + K_\mu(6,6) \rho_{61} \rho_{62} + K_\mu(7,7) \rho_{71} \rho_{72} + K_\mu(8,8) \rho_{81} \rho_{82}
$$

$$
K(1,3) = K_\mu(5,5) \rho_{51} \rho_{53} + K_\mu(6,6) \rho_{61} \rho_{63} + K_\mu(7,7) \rho_{71} \rho_{73} + K_\mu(8,8) \rho_{81} \rho_{83}
$$

$$
K(2,1) = K(1,2)
$$

$$
K(2,2) = K_\mu(5,5) \rho_{52}^2 + K_\mu(6,6) \rho_{62}^2 + K_\mu(7,7) \rho_{72}^2 + K_\mu(8,8) \rho_{82}^2
$$
\[ K(2,3) = K_\mu(5,5)\rho_{52}\rho_{53} + K_\mu(6,6)\rho_{62}\rho_{63} + K_\mu(7,7)\rho_{72}\rho_{73} + K_\mu(8,8)\rho_{82}\rho_{83} \]

\[ K(3,1) = K(1,3) \]

\[ K(3,2) = K(2,3) \]

\[ K(3,3) = K_\mu(5,5)\rho_{53}^2 + K_\mu(6,6)\rho_{63}^2 + K_\mu(7,7)\rho_{73}^2 + K_\mu(8,8)\rho_{83}^2 \]

It can be seen that \( K(1,1) \) (also known as \( K_{pp} \)) depends on the stiffness of all muscles (1-8), whereas all other elements of \( K \) depend only on the stiffness of wrist muscles (5-8). It is readily shown that this statement holds true even if the stiffness of pronator-supinator muscles are interdependent and the stiffness of wrist muscles are interdependent (i.e. if \( K_\mu \) is not diagonal) as long as the stiffness of pronator-supinator muscles are independent from the stiffness of wrist muscles, and vice versa (i.e. if the 4-by-4 submatrices in the bottom-left and top-right of \( K_\mu \) are zero).

**Appendix B**

**Stiffness:** Changing stiffness affected the predicted \( \Delta p \) pattern of all hypotheses except the path length hypothesis. Mechanical Work and Potential Energy: Changes in the stiffness parameters affected these two hypotheses in a similar manner. Changing stiffness had no effect on the frequency of the predicted \( \Delta p \); it remained at 2 cycles/rev, independent of stiffness. Increasing \( K_{pp} \) or both \( K_{pp} \) and \( K \) decreased the amplitude of the predicted \( \Delta p \), whereas increasing \( K \) had little effect. For increases in \( K_{pp} \) or both \( K_{pp} \) and \( K \), the amplitude decreased from a maximum around 14° (factor 0.5) to a minimum around 0.6° (factor 14). Movement Torque and Postural Torque: Changing stiffness had a strong effect on the shape and frequency of \( \Delta p \). Increasing \( K_{pp} \), \( K \), or both caused the frequency of the Movement Torque hypothesis to transition from 2 cycles/rev for low factors (around 0.5 and 1) to 1 cycle/rev for intermediate factors (around 4 and 6) and then to 2 or even 3 cycles/rev for higher factors (around 8 and above). The Postural Torque hypothesis exhibited a similar transition for increases in \( K_{pp} \) but remained at 2 cycles/rev for increases in \( K \) and did not exhibit the transition from 1 to 2 cycles/rev for increases in both \( K_{pp} \) and \( K \). Increasing \( K_{pp} \) or both \( K_{pp} \) and \( K \) decreased the amplitude of the predicted \( \Delta p \), whereas increasing \( K \) had little effect. For increases in \( K_{pp} \) or both \( K_{pp} \) and \( K \), the amplitude of the Movement Torque and Postural Torque hypotheses decreased from a maximum of 30° and 73° (factor 0.5) to a minimum of 0.7° and 0.8° (factor 14), respectively. Simplifying Strategy: Changing stiffness had no effect on the shape or frequency of \( \Delta p \); it remained sinusoidal with a frequency of 1 cycle/rev regardless of stiffness. Increasing \( K_{pp} \), \( K \), or both decreased the amplitude of \( \Delta p \). This effect was strongest for increases in \( K_{pp} \), which caused a decrease in amplitude from 13° (factor 0.5) to 0.4° (factor 14).

**Damping:** As mentioned above, changes in damping can only affect the Mechanical Work and Movement Torque hypotheses since these are the only hypotheses that depend on movement. Changing damping had a similar effect on both hypotheses. The shape of both hypotheses was virtually unaffected by all changes in damping, with frequencies of 2 cycles/rev regardless of damping. Increasing \( D_{pp} \) or both \( D_{pp} \) and \( D \) decreased the amplitude of the
Mechanical Work and Movement Torque hypotheses from approximately 7° and 20° (factor 0.5) to approximately 5° and 13° (factor 14), respectively. Increasing $D$ alone had virtually no effect on either hypothesis.

Inertia and mass: Changes in inertia can only affect the Mechanical Work and Movement Torque hypotheses. That said, the effect on these hypotheses was negligible; the patterns and amplitudes appeared independent of inertia. In contrast, changes in the hand mass had the potential to affect all hypotheses except the path length hypothesis. While changing the hand mass did not change the frequency of any of the hypotheses, it did change some of the amplitudes. Increasing the mass had negligible effect on the Mechanical Work and Potential Energy hypotheses, decreased the amplitude of the Movement Torque hypothesis from 22° (factor 0.5) to 15° (factor 2), and increased the amplitude of the Postural Torque and Simplifying Strategy hypotheses from 22° and 5° (factor 0.5) to 26° and 13° (factor 2), respectively.
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**Tables**

Table 1: Data fit for the movements of Experiment 1 (small-slow only): Amplitude, frequency, phase, and correlation coefficient $R$ of the sinusoidal fit of the PS-angle $\Delta p$ vs. target angle $\theta$ for each subject’s movements in Figure 6A. Subjects 9, 14, and 20 had values fit parameters (indicated by asterisks) beyond 2 SD from the mean and were excluded from the analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.82</td>
<td>1.04</td>
<td>121</td>
<td>0.79</td>
</tr>
<tr>
<td>2</td>
<td>2.10</td>
<td>1.12</td>
<td>184</td>
<td>0.89</td>
</tr>
<tr>
<td>3</td>
<td>1.74</td>
<td>0.90</td>
<td>102</td>
<td>0.78</td>
</tr>
<tr>
<td>4</td>
<td>1.92</td>
<td>1.06</td>
<td>149</td>
<td>0.93</td>
</tr>
<tr>
<td>5</td>
<td>2.19</td>
<td>1.07</td>
<td>188</td>
<td>0.94</td>
</tr>
<tr>
<td>6</td>
<td>0.71</td>
<td>1.09</td>
<td>182</td>
<td>0.70</td>
</tr>
<tr>
<td>7</td>
<td>0.47</td>
<td>1.19</td>
<td>174</td>
<td>0.38</td>
</tr>
<tr>
<td>8</td>
<td>1.77</td>
<td>1.06</td>
<td>103</td>
<td>0.86</td>
</tr>
<tr>
<td>9</td>
<td>3.61*</td>
<td>0.96</td>
<td>112</td>
<td>0.41</td>
</tr>
<tr>
<td>10</td>
<td>1.15</td>
<td>1.04</td>
<td>132</td>
<td>0.85</td>
</tr>
<tr>
<td>11</td>
<td>1.35</td>
<td>0.96</td>
<td>166</td>
<td>0.78</td>
</tr>
<tr>
<td>12</td>
<td>1.26</td>
<td>1.05</td>
<td>169</td>
<td>0.73</td>
</tr>
<tr>
<td>13</td>
<td>0.95</td>
<td>0.99</td>
<td>125</td>
<td>0.76</td>
</tr>
<tr>
<td>14</td>
<td>1.40</td>
<td>1.14</td>
<td>44*</td>
<td>0.74</td>
</tr>
<tr>
<td>15</td>
<td>1.33</td>
<td>1.02</td>
<td>148</td>
<td>0.82</td>
</tr>
<tr>
<td>16</td>
<td>1.56</td>
<td>1.03</td>
<td>115</td>
<td>0.75</td>
</tr>
<tr>
<td>17</td>
<td>1.12</td>
<td>1.04</td>
<td>140</td>
<td>0.87</td>
</tr>
<tr>
<td>18</td>
<td>1.10</td>
<td>0.98</td>
<td>163</td>
<td>0.85</td>
</tr>
<tr>
<td>19</td>
<td>1.35</td>
<td>1.14</td>
<td>114</td>
<td>0.81</td>
</tr>
<tr>
<td>20</td>
<td>1.43</td>
<td>0.85*</td>
<td>139</td>
<td>0.76</td>
</tr>
<tr>
<td>Mean</td>
<td>1.52</td>
<td>1.04</td>
<td>138</td>
<td>0.77</td>
</tr>
<tr>
<td>SD</td>
<td>0.66</td>
<td>0.08</td>
<td>36</td>
<td>0.14</td>
</tr>
</tbody>
</table>
Table 2: Effect of distance and speed on the amplitude, frequency, phase, and fit of PS-angle $\Delta p$.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Independent Variable</th>
<th>F-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>Distance</td>
<td>24.88</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Speed</td>
<td>3.38</td>
<td>0.103</td>
</tr>
<tr>
<td></td>
<td>Distance*Speed</td>
<td>0.29</td>
<td>0.612</td>
</tr>
<tr>
<td>Frequency</td>
<td>Distance</td>
<td>13.92</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>Speed</td>
<td>6.59</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>Distance*Speed</td>
<td>7.61</td>
<td>0.040</td>
</tr>
<tr>
<td>Phase</td>
<td>Distance</td>
<td>0.48</td>
<td>0.497</td>
</tr>
<tr>
<td></td>
<td>Speed</td>
<td>5.63</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>Distance*Speed</td>
<td>0.44</td>
<td>0.537</td>
</tr>
<tr>
<td>R</td>
<td>Distance</td>
<td>1.64</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td>Speed</td>
<td>1.04</td>
<td>0.337</td>
</tr>
<tr>
<td></td>
<td>Distance*Speed</td>
<td>0.02</td>
<td>0.896</td>
</tr>
</tbody>
</table>

Table 3: Data fit for the movements of Experiment 2: Amplitude, frequency, phase, and correlation coefficient R of the sinusoidal fit of the PS-angle $\Delta p$ vs. target angle $\theta$ for each subject’s movements in Figure 6B. Subject 30 had one fit parameter (indicated by asterisk) beyond 2 SD from the mean and was excluded from the analysis.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>2.53</td>
<td>1.02</td>
<td>145</td>
<td>0.72</td>
</tr>
<tr>
<td>22</td>
<td>1.76</td>
<td>1.00</td>
<td>171</td>
<td>0.82</td>
</tr>
<tr>
<td>23</td>
<td>1.51</td>
<td>1.04</td>
<td>127</td>
<td>0.73</td>
</tr>
<tr>
<td>24</td>
<td>1.58</td>
<td>1.01</td>
<td>119</td>
<td>0.78</td>
</tr>
<tr>
<td>25</td>
<td>1.62</td>
<td>0.97</td>
<td>182</td>
<td>0.90</td>
</tr>
<tr>
<td>26</td>
<td>2.22</td>
<td>1.04</td>
<td>165</td>
<td>0.70</td>
</tr>
<tr>
<td>27</td>
<td>2.38</td>
<td>1.05</td>
<td>112</td>
<td>0.81</td>
</tr>
<tr>
<td>28</td>
<td>1.65</td>
<td>1.04</td>
<td>121</td>
<td>0.71</td>
</tr>
<tr>
<td>29</td>
<td>4.07</td>
<td>1.08</td>
<td>124</td>
<td>0.62</td>
</tr>
<tr>
<td>30</td>
<td>5.13*</td>
<td>1.10</td>
<td>95</td>
<td>0.78</td>
</tr>
<tr>
<td>Mean</td>
<td>2.45</td>
<td>1.04</td>
<td>136</td>
<td>0.76</td>
</tr>
<tr>
<td>SD</td>
<td>1.22</td>
<td>0.04</td>
<td>28</td>
<td>0.08</td>
</tr>
</tbody>
</table>

Table 4: Effect of constraining PS at the center target (Experiment 2 vs. Experiment 1) on the amplitude, frequency, phase, and fit of PS-angle $\Delta p$.

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>F-Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amplitude</td>
<td>8.70</td>
<td>0.007</td>
</tr>
<tr>
<td>Frequency</td>
<td>0.47</td>
<td>0.502</td>
</tr>
<tr>
<td>Phase</td>
<td>0.17</td>
<td>0.680</td>
</tr>
<tr>
<td>R</td>
<td>0.71</td>
<td>0.408</td>
</tr>
</tbody>
</table>
Figures

Figure 1: Experimental setup. A: Subjects were required to rotate their wrist and forearm in combinations of wrist flexion-extension (FE), wrist radial-ulnar deviation (RUD), and forearm pronation-supination (PS) to move a cursor (dark gray circle) toward one of 16 peripheral targets (light gray circles) on a screen. The coordinates of the cursor on the screen are given by \( x_s \) and \( y_s \). PS occurs about the body-fixed \( y_w \)-axis (dashed because it passes through the forearm and is not visible from the outside) and is indicated by \( p \) (pronation is positive), FE occurs about the body-fixed \( z_w \)-axis and is indicated by \( f \) (flexion is positive), and RUD occurs about the body-fixed \( x_w \)-axis and is indicated by \( u \) (ulnar deviation is positive). When the wrist and forearm are in neutral position (shown), the cursor representing the pointing direction is in the center target. B-C: Pointing toward a peripheral target can be accomplished through infinitely many combinations of PS, FE, and RUD, including without PS (B) or with PS (C). Rotating in PS rotates the rotation axes of FE and RUD (\( z_w \) and \( x_w \), respectively), as shown in C.

Figure 2: Methodology for computing the predicted output of the simplifying strategy hypothesis. Movements to a new target (given by \( x_s, y_s \)) were planned using only FE and RUD \((f, u)\), but executed in a forearm and wrist system that included all PS as well as FE and RUD), resulting in joint displacements \((p', f', u')\). The change in PS \((\Delta p)\) was calculated from \( p' \).

Figure 3: Example of movement over time, and how final measures were defined. A: One subject’s pronation-supination angle \( p \) (positive in pronation) as a function of time for an entire session. In addition to changes in \( p \) that occurred for individual movements (visible as little spikes), subjects generally showed a drift in \( p \) over the duration of the session. B: Close-up view of an 8-second portion of the plot in A that shows movement-by-motion changes in \( p \). Each dashed vertical line indicates when a new target appeared (prompting the user to move), and the following solid vertical line indicates when the subject entered that target. C: Same as B, but with graphs representing FE angle \( f \) (positive in flexion) and RUD angle \( u \) (positive in ulnar deviation) to demonstrate that changes in \( p \) were relatively small. D: The change in \( p \) that occurred during a movement \((\Delta p)\) was calculated as the difference between \( p \) at the beginning and ending of the movement \((p_l, p_f\) respectively). The target angle \( \theta \) was expressed in terms of the wrist coordinate frame at the time the target appeared, i.e. \( \theta = \phi + p_i \), where \( \phi \) is the angle of the target expressed in the screen coordinate frame \((x_s, y_s)\), and the initial wrist coordinate frame is represented by the initial FE and RUD rotation axes \( z_{w, init} \) and \( x_{w, init} \) respectively.

Figure 4: The hypothesized control strategies predicted similar behavior in FE-angle \( f \) (A) and similar behavior in RUD-angle \( u \) (B), but significantly different behavior in PS-angle \( p \) (C). The control strategies include minimization of mechanical work (MW), movement torque (MT), postural torque (PT), potential energy (PE), path length (PL), as well as the simplifying strategy (SS).

Figure 5: FE-angle \( f \), RUD-angle \( u \), and PS-angle \( \Delta p \) vs. target angle \( \theta \) for all subjects in experiment 1 (A; small-slow only) and experiment 2 (B). Angles \( f, u, \) and \( \Delta p \) are marked by black dots, dark gray x’s, and light gray, solid circles, respectively, and are positive in flexion, ulnar deviation, and pronation. The number in each box is the same subject identifier used in
Target angles \(\theta\) of 0°, 90°, 180°, and 270° correspond to targets in pure radial deviation, extension, ulnar deviation, and flexion, respectively.

Figure 6: PS-angle \(\Delta p\) vs. target angle \(\theta\) for all subjects in experiment 1 (A: small-slow only) and experiment 2 (B), together with sinusoidal fits. Angle \(\Delta p\) is positive in pronation. The number in each box is the same subject identifier used in Table 1 and Table 3. Target angles \(\theta\) of 0°, 90°, 180°, and 270° correspond to targets in pure radial deviation, extension, ulnar deviation, and flexion, respectively.

Figure 7: Sinusoidal fits of PS-angle \(\Delta p\) vs. target angle \(\theta\) for all subjects in Experiment 1 (A; small-slow only) and Experiment 2 (B). Each subject’s sinusoidal fit is shown as a thin gray line, and the mean across all subjects is shown as the thick black line. Target angles \(\theta\) of 0°, 90°, 180°, and 270° correspond to targets in pure radial deviation, extension, ulnar deviation, and flexion, respectively.

Figure 8: Simulated PS-angle \(\Delta p\) vs. target angle \(\theta\) for each hypothesized control strategy, compared to the experimentally observed PS angle (thick black curve). A: Initial set of simulations using passive stiffness. None of the control strategies match the experiment well. The Simplifying Strategy (SS) hypothesis matches the experiment in shape (sinusoid) and frequency (1 cycle in \(\Delta p\) per revolution in \(\theta\)), but its amplitude is too large. The Path Length (PL) hypothesis matches the experiment in amplitude and shape (sinusoid) but not in frequency (2 cycles/rev). The Mechanical Work (MW), Potential Energy (PE), Movement Torque (MT), and Postural Torque (PT) hypotheses differ from the experimentally observed pattern in multiple aspects. B: Increasing the model stiffness within a physiologically plausible range caused three hypotheses to approach the experiment. This was true for: the Simplifying Strategy hypothesis if \(K_{pp}\) was increased (\(\uparrow K_{pp}\)) or if \(K_{pp}\) and \(K\) were increased (\(\uparrow K_{pp} \& K\)); the Movement Torque hypothesis if \(K_{pp}\) was increased; and the Postural Torque hypothesis if \(K_{pp}\) was increased or if \(K_{pp}\) and \(K\) were increased. The Simplifying Strategy fit the best and the most robustly. Note that the mean of the experimental data was ignored before applying the sinusoidal fit, so the difference in absolute values between the hypotheses and the experiment should be ignored.
<table>
<thead>
<tr>
<th>Screen Coord.</th>
<th>Joint Coord.</th>
<th>Joint Torques</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_s ) ( y_s )</td>
<td>( f ) ( u )</td>
<td>( M_f ) ( M_u )</td>
</tr>
</tbody>
</table>

2-DOF Motion Planning

3-DOF Motion Simulation

\[ M_p = 0 \]

\[ M_f \quad M_u \]