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ABSTRACT

Multiobjective Optimization Method for Identifying Modular Product Platforms and Modules That Account for Changing Needs Over Time

Patrick K. Lewis
Department of Mechanical Engineering
Master of Science

Natural and predictable changes in consumer needs often require the development of new products. Providing solutions that anticipate, account for, and allow for these changes over time is a significant challenge to manufacturers and design engineers. Products that adapt to these changes through the addition of modules reduce production costs through product commonality and provide a set of products that cater to customization and adaptation. In this thesis, a multiobjective optimization design method using s-Pareto frontiers – sets of non-dominated designs from disparate design models – is developed and used to identify a set of optimal adaptive product designs that satisfy changing consumer needs. The novel intent of the method is to design a product that adapts to changing consumer needs by moving from one location on the s-Pareto frontier to another through the addition of a module and/or reconfiguration. The six-step method is described as follows: (A) Characterize the multiobjective design space. (B) Identify the anticipated regions of interest within the search space based on predicted future needs. (C) Identify the platform design variables that minimize the performance losses due to commonality across the anticipated regions of interest. (D) Assemble the s-Pareto frontier within each region of interest. (E) Determine the values of all design variables for the optimal product design in each region of interest by multi-objective optimization. (F) Identify the module design variables, and identify the platform and module designs by constrained module design. An example of the design of a simple unmanned air vehicle is used to demonstrate application of the method for a single Pareto frontier case. The design of a manual irrigation pump is used to demonstrate application of the method for a s-Pareto frontier case. In addition, these examples show the ability of the method to design a product that adapts to changing consumer needs by traversing the s-Pareto frontier.
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NOMENCLATURE

δ Matrix dictating the desired performance progression that each module provides

$D_a$ Set containing all design variable values of $x_a$ and $x_p$

$D_m$ Set containing all design variable values of $x_m$ and $x_p$

$g$ Vector of inequality constraints

$h$ Vector of equality constraints

$J$ Aggregate objective function

$\mu$ Vector of design objectives

$n_d$ Number of designs comprising the adaptive design set

$P$ Objective space performance of the base and target designs used to develop modules

$\bar{P}(i)$ Objective space performance of a design when used with the $i$-th module

$\Delta P(i)$ Change in objective space performance from the base design to $\bar{P}(i)$

$p$ Vector of design parameters

$\hat{p}$ Vector of module design parameters

$x$ Vector of design variables

$x_a$ Vector of non-platform adjustable design variables

$x_m$ Vector of non-platform design variables that characterize the design of modules

$x_p$ Vector of platform design variables

Subscripts, superscripts, and other indicators

$[\cdot](i)$ indicates current design/module

$[\cdot](k)$ indicates current design model

$n[\cdot]$ indicates the number of $[\cdot]$

$[\cdot]_l$ indicates the lower limit of $[\cdot]$

$[\cdot]_u$ indicates the upper limit of $[\cdot]$

$[\cdot]^*$ indicates the optimal value of $[\cdot]$
CHAPTER 1. INTRODUCTION

The implementation environment or needed performance of a product, commonly referred to as consumer needs, tend to naturally change over time [1]. When these changes result in performance needs that cannot be satisfied by a single product model (i.e. analytical engineering model predicting the performance of a product), additional models are developed. Products that adapt to these changes through the addition of modules reduce production costs and cater to customization and adaptation [2, 3]. In situations where product purchase costs are high and these changes occur rapidly, there is a need for products that are capable of adaptation and expandability at the consumer level [4]. However, in order to develop this type of product, a certain amount of confidence in what the future needs of that product will be is required, and there are no established methods for identifying these needs. Therefore, providing solutions that anticipate, account for, and allow for substantial change in consumer needs is a significant challenge to manufacturers and design engineers.

1.1 Objective

The objective of this thesis is to present and illustrate application of a method that includes the effects of future needs and allows for a single device to optimally adjust to these new and changing needs. Product families are often used to address the challenge of satisfying a variety of needs through product performance diversity, while still maintaining product commonality as seen by manufacturers [5, 6]. Two platforms for building product families are identified within the literature: Scale-based and Module-based product platforms [6, 7]. The strength of product family approaches is in their ability to provide a range of products that satisfy the current variation in consumer needs across multiple market segments [8]. One approach presented in the literature by Meyer [9] for accomplishing this is the product family beachhead approach illustrated in Figure 1.1.
From Figure 1.1 it is seen that product family approaches use current consumer needs of the various market segments to identify a product platform that is used to derive a variety of products to satisfy the needs of the various market segments [8, 9]. However, as is illustrated through Figure 1.2, the exclusion of the effects of future needs of the various market segments, represented by the movement of consumers (groups of consumers are indicated by the numbers 1-6) from one market segment to another or the emergence of new market segments, is an important limitation of current design methods. Restated, the objective of this thesis is to overcome this limitation by developing a method that includes the effects of future needs and allows for a single device to optimally adjust to these new and changing needs.

1.2 Approach, Premise, and Assumptions

In this thesis, a multiobjective optimization design method using sets of non-dominated designs from disparate design models is developed and used to identify a set of optimal adaptive product
designs that satisfy changing consumer needs over time. Assuming these changes over time are known, the use of a multiobjective optimization method provides two key benefits: (1) The ability to leverage a set of non-dominated designs from multiple performance/design models to enhance the selection of the platform variables (values remain constant for all product family members) and module variables (values characterize the modules) – \( x_p \) and \( x_m \) respectively. (2) The ability to balance the competing nature of present consumer needs against future needs. Figure 1.3 illustrates the concept of non-dominated designs (bold line) within feasible design spaces (shaded regions) based upon two design objectives (e.g. Cost, Output, etc.) represented by the horizontal and vertical axis. Figure 1.3(a) provides a generic representation of the non-dominated designs for a single design model, assuming that both Objective 1 and Objective 2 are to be minimized. Figure 1.3(b) provides a generic representation of the non-dominated designs in the presence of multiple design models.

![Figure 1.3: Illustration of the concept of non-dominated designs (bold line) within feasible design spaces (shaded regions) based upon minimizing two design objectives, where (a) illustrates a single design model and (b) illustrates multiple design models.](image)

The novel intent of the method presented herein is to design a product that adapts to changing consumer needs by moving from one non-dominated design to another through the addition of a module and/or through reconfiguration. Figure 1.4 provides a graphical illustration of the intent of the method in the context of the feasible space and non-dominated designs (commonly referred to as the Pareto frontier) of Figure 1.3(a). From this figure it is observed that in the development
of the method presented in this thesis there are two tenants which the method is based upon: (i) In the selection of a design, non-dominated designs are preferred above any other feasible designs within the Design Space, and (ii) The current and future needs of a product represent individual designs from among the set of non-dominated designs.

![Graphical representation of the intent of the method developed in this thesis to provide a product that expands from one non-dominated design to another through the addition of modules.](image)

**Figure 1.4**: Graphical representation of the intent of the method developed in this thesis to provide a product that expands from one non-dominated design to another through the addition of modules.

Similar to traditional product family design approaches, the method presented herein uses commonality to identify an optimal product platform and module designs. Although the presented method differs from traditional product family design approaches through the process/method used to obtain the platform and module designs, the presented non-dominated design based approach for developing products that are both adaptable and reconfigurable can still be used for product family design.

### 1.3 Outline

The remainder of this thesis is presented as follows: A review of literature forming an enabling foundation for the developments presented herein is included in Chapter 2. In Chapter 3, the first phase (for *single* Pareto frontier cases) of the theoretical development is presented. In Chapter 4, the design of a simple unmanned air vehicle is used to demonstrate application of the method for a single Pareto frontier case. In Chapter 5, the method presented in Chapter 3 is expanded to provide
s-Pareto capabilities (multiple Pareto frontier cases). In Chapter 6, the design of a manual irrigation pump is used to demonstrate application of the method for a s-Pareto frontier case. Concluding remarks and a discussion of future work are provided in Chapter 7.
CHAPTER 2. LITERATURE SURVEY

This chapter provides a review of previous research, and establishes a foundation for the presented method of designing module-based products. The technologies that form an enabling foundation for the methodology are (i) multiobjective optimization and (ii) product modularity and adaptability.

2.1 Multiobjective Optimization

Consumer needs, some of which are expressed as design objectives \( \mu_1, \ldots, \mu_n \), are often competing and change over time. Thus, within the context of this thesis, the ability of multiobjective optimization to balance competing objectives [10–18] – balance the competing nature of present consumer needs against future needs – represents a fundamental part of the method developed herein. Figure 2.1 demonstrates a generic characterization of trade-offs between objectives through the identification of a Pareto frontier – a set of non-dominated optimal solutions – assuming that \( \mu_1 \) and \( \mu_2 \) are to be minimized. Each solution comprising the frontier, graphically demonstrated in Figure 2.1, is said to be Pareto optimal – no other designs better satisfy all design objectives [19–22]. These Pareto solutions are generally sought because they indicate that objectives have been improved as much as possible without sacrificing another design objective’s performance. In addition, each solution represents the optimal balance of design objectives according to the consumer needs at a specific instance.

A generic multiobjective optimization problem (MOP) formulation yielding a set of optimal solutions – those belonging to the Pareto frontier – is presented as follows:

\[ \text{Problem 2.1: Generic multiobjective optimization problem statement} \]

\[ D := \{ (x_1^*, x_2^*, \ldots, x_n^*) \} \] (2.1)
Figure 2.1: A feasible design space (shaded) for objectives 1 and 2. The Pareto frontier (bold line) represents the most desirable set of solutions in the feasible space for this minimization-minimization problem.

\( x^* \) defined by:

\[
\min_x \{ \mu_1(x, p), \mu_2(x, p), \ldots, \mu_{\mu}(x, p) \} \quad (n_{\mu} \geq 2)
\]  

(2.2)

subject to:

\[
g_q(x, p) \leq 0 \quad \forall q \in \{1, \ldots, n_g\}
\]  

(2.3)

\[
h_v(x, p) = 0 \quad \forall v \in \{1, \ldots, n_h\}
\]  

(2.4)

\[
x_{jl} \leq x_j \leq x_{ju} \quad \forall j \in \{1, \ldots, n_x\}
\]  

(2.5)

where \( D \) is a set containing all values of \( x^* \) for each Pareto-optimal design obtained through the evaluation of the MOP; \( \mu_i \) denotes the \( i \)-th generic design objective; \( x \) is a vector of design variables; and \( p \) is a vector of design parameters.

For multiobjective optimization approaches, the decision of which Pareto-optimal solution is to be used comes through the inclusion of objective function parameters, and sometimes constraints that capture consumer needs or preferences for a single instance in time. As indicated in Problem 2.1 above, the current formulation of the MOP yields a set of solutions. In order to obtain a single optimal solution, the set of objectives in Equation 2.2 is often replaced by a scalar function that is optimized. This scalar function is referred to in the literature as an aggregate objective function [14, 23].
The concept of Pareto optimality is central to multiobjective optimization, [19, 21, 22, 24] and within the present method there is a need to balance the competing nature of the Pareto frontiers of multiple design models. Within the literature, this balance is addressed through the use of Pareto filters that either reduce the set of Pareto optimal solutions, [11, 25–27] or eliminate non-Pareto and locally Pareto solutions [14, 28–31]. In particular, the concept of generating an s-Pareto frontier – reduction of the Pareto frontiers from various disparate design models into a single Pareto frontier – presented in Mattson et al [14] has direct application to the balancing of the tradeoffs of a set of multiple design models needed within the proposed method. Figure 2.2 demonstrates the characterization of trade-offs between objectives through the creation of an s-Pareto frontier. Similar to a Pareto frontier, each solution comprising the s-Pareto frontier, graphically demonstrated in Figure 2.2, is said to be s-Pareto-optimal [14].

![Figure 2.2: A feasible design space (shaded) for objectives 1 and 2. The s-Pareto frontier (bold line) represents the most desirable set of solutions in the feasible space for this minimization-minimization problem with three possible design models.](image)

A generic MOP formulation yielding a set of optimal solutions – those belonging to an s-Pareto frontier – is presented as follows:

**Problem 2.1: Generic s-Pareto multiobjective optimization problem statement**

\[
D := \{(x_1^{(k)*}, x_2^{(k)*}, \ldots, x_n^{(k)*})\}
\]  

(2.6)
\( x^{(k)*} \) defined by:

\[
\min_k \left\{ \min_{x^{(k)}} \left\{ \mu_1^{(k)}(x^{(k)}, p^{(k)}), \mu_2^{(k)}(x^{(k)}, p^{(k)}), \ldots, \mu_{\mu}^{(k)}(x^{(k)}, p^{(k)}) \right\} \quad (n_{\mu} \geq 2) \right\}
\]  \hspace{1cm} (2.7)

subject to:

\[
g_q^{(k)}(x^{(k)}, p^{(k)}) \leq 0 \quad \forall q \in \{1, \ldots, n_g^{(k)}\}
\]  \hspace{1cm} (2.8)

\[
h_v^{(k)}(x^{(k)}, p^{(k)}) = 0 \quad \forall v \in \{1, \ldots, n_h^{(k)}\}
\]  \hspace{1cm} (2.9)

\[
x_{jl}^{(k)} \leq x_j^{(k)} \leq x_{ju}^{(k)} \quad \forall j \in \{1, \ldots, n_x^{(k)}\}
\]  \hspace{1cm} (2.10)

where \( k \) denotes the \( k \)-th design model, \( D \) is now a set containing all values of \( x^{(k)*} \) for each \( s \)-Pareto-optimal design obtained through the evaluation of the MOP; \( \mu_i^{(k)} \) denotes the \( i \)-th generic design objective; \( x^{(k)} \) is a vector of design variables for the \( k \)-th design model; and \( p^{(k)} \) is a vector of design parameters for the \( k \)-th design model. It should be noted that, once again, the above MOP does not yield a unique solution. Where once again, the common method to obtain a single optimal solution is to replace the right-hand-side of Equation 2.7 with an aggregate objective function [14].

It should be noted that although Figures 2.1 and 2.2 only provide 2-dimensional (2-objective) representations of the solutions to Problem 2.1 and Problem 2.2 respectively, the MOP formulations provided in Problems 2.1 and 2.2 are not limited to 2-dimensional cases. For problems where \( n_{\mu} = 3 \), the results of Problems 2.1 and 2.2 result in 3-dimensional surfaces. Figure 2.3 demonstrates this result for Problem 2.1, where Figure 2.3(a) illustrates a 3-dimensional feasible space, and Figure 2.3(b) illustrates the resulting 3-dimensional Pareto surface for a minimization-minimization-minimization problem. For problems where \( n_{\mu} > 3 \), the results of Problems 2.1 and 2.2 are hyper-surfaces, and are therefore ill-suited for graphical representation. For this reason, although the MOP formulations that will be provided in this thesis will be applicable in \( n \)-dimensions, all graphical representations of generic MOP formulations provided hereafter will be represented in 2-dimensions in order to remain consistent with Figures 2.1 and 2.2.
2.2 Product Modularity and Adaptability

Under the presented methodology, and as identified within the literature, there is a need for strategic module designs that make product platform designs progressively expandable [32–34]. To this end, previous work in the areas of product family and modular product design serve as a starting point [6, 8, 32, 33, 35, 36]. A module-based product family is a group of related products derived from independent functional or geometric units [37–39] that differ through the addition or subtraction of modules [35, 38, 39]. In the literature three types of modularity are identified: (i) Slot-modular architecture, (ii) Bus-modular architecture, and (iii) Sectional-modular architecture [39–41].

The conceptual differences between the three modularity architecture types is illustrated in Figure 2.4.

A slot-modular architecture provides each module with a unique interface in order to eliminate improper assembly [39–41]. Bus-modular architecture implements interfacing that is the same for all modules, thus making the platform design behave as a common connection platform for all modules [39]. Sectional-modular architecture is similar to bus-modular in that all modules contain
Figure 2.4: Representation of three architecture types as presented in Ulrich and Eppinger [39].

the same interface, but in this architecture no single element is identified as the platform to which all modules attach [39, 40]. Building on these foundational elements, the method presented in this thesis uses these definitions of modular architectures to specify the approach needed to develop module designs according to the a desired architecture type.

Recent developments in the literature show that a desirable product family can be identified from among the designs comprising the Pareto frontier [6, 8, 14] obtained through the evaluation of an MOP (see Section 2.1). These previous developments evaluate and select product family members from among the set of Pareto designs by considering the design’s unique performance and common features compared to other designs in the product family (a critical part of product family design). In addition, one method of identifying module and platform variables is accomplished through the use of Pareto-filtering methods that explore the effects of each variable on the objective space performance [6, 8].

2.3 Research Needs

While there exists useful elements in the literature on the subjects of multiobjective optimization and product modularity and adaptability, a design methodology for finding balance in the context of changing consumer needs is needed to fulfill the objective of this thesis identified in Section 1.1. Similar to traditional multiobjective optimization approaches, the method presented in this thesis seeks s-Pareto solutions, but expands upon traditional approaches to provide the desired unity and balance by using a series of strategically constructed MOP formulations to select solutions, within anticipated regions of interest, based on the solution’s ability to (i) be implemented by a module-based product, and (ii) expand/adapt to satisfy known changes in consumer needs over time. In
addition, in the present method a selection criteria based on known changes in consumer needs over time is added to the evaluation – to ensure that a progression from one design on the s-Pareto frontier to another can be done through the addition of a module.

In reference to the method presented in this thesis, it is also important to remember that, like most areas of engineering, research in the area of multiobjective optimization has experienced stages of evolution [42]. The first generation of research in multiobjective optimization focused on the development of theory and algorithms [43–45]. The second generation focused on the development of methods of using these algorithms to support general engineering [14, 31, 46]. The third (current) generation is using these methods and algorithms, and combining or expanding them in ways that improve design development [6, 8, 47–49] (e.g. making products more difficult to reverse engineer). Therefore, the purpose of this thesis is not to develop a new algorithm for multiobjective optimization, but instead will show how a series of optimization routines can be used to provide a method of developing a single product that is capable of traversing a s-Pareto frontier through the addition of modules.
CHAPTER 3. PHASE 1 METHOD DEVELOPMENT

In this chapter, the first phase in the development of a multiobjective optimization design method providing a Pareto-optimal product and module designs capable of satisfying changes in consumer needs over time is described for single Pareto frontier design cases.

3.1 Identification of Platforms and Modules that Account for Changing Needs

By its nature, a Pareto frontier contains many optimal, yet functionally different, designs representing all optimal product candidates. To satisfy changes in consumer needs over time through the addition of modules requires the strategic selection of these Pareto-optimal designs based on their ability to facilitate adaptability. Figure 3.1 illustrates the intent of the method to satisfy changing consumer needs by selecting a Pareto-optimal product platform design which, through the addition of modules, expands to other Pareto-optimal designs. The first ($\mu_1$) and second ($\mu_2$) objectives are represented along the horizontal and vertical axis, respectively.

![Diagram](image)

Figure 3.1: Graphical representation of the intent of the method to provide a product that expands from one Pareto-optimal design to another through the addition of modules.
Through further examination of Figure 3.1, it is seen that the platform design, shown as \( P^{(1)} \), adapts to become \( P^{(2)} \) through the addition of Module 1. Through this approach, the platform and subsequent modules, provide the desired product performance resulting from the changing consumer needs as represented by \( P^{(1)} \), \( P^{(2)} \), \( P^{(3)} \), and \( P^{(4)} \). Figure 3.2 provides a flow chart that illustrates the five primary steps of the multiobjective optimization design method developed in this chapter in response to the identified research need from Section 2.3 calling for a design methodology for finding balance between multiobjective optimization and product modularity and adaptability in the context of changing consumer needs. Each of these steps is described in the following sections.

**Figure 3.2:** Flow chart describing the five-step multiobjective optimization design method developed in this section.
3.2 Step A: Characterize the Multiobjective Design Space

The first step of the method explores the multiobjective design space to evaluate and characterize the effects of each design variable on the objective space performance, and is accomplished through the evaluation of an MOP as described in Section 2.1.

3.3 Step B: Define Anticipated Regions of Interest

The second step of the method captures the predicted changes in consumer needs over time and enhances the ability of an optimizer to select the designs that are optimal for adaptation, as illustrated in Figure 3.1, by identifying designs within Anticipated Regions of Interest. Although one of the assumptions used in developing this method is that these anticipated regions of interest are known, potential methods of identifying these regions could include the use of focus groups, surveys, market observation (i.e. identification of a series of current benchmark products), etc.

![Figure 3.3: Representation of the construction of Anticipated Regions of Interest for known changes in consumer needs for three intervals. The anticipated regions of interest in (a) provide inequality constraints for $\mu_1$. The anticipated regions of interest in (b) provide inequality constraints for $\mu_1$ and $\mu_2$.](image)

For each anticipated region of interest presented in Figure 3.3, a new MOP, with a reduced design space, is defined by additional objective constraints based on known changes in consumer needs. For example, for the left most region of interest in Figure 3.3(b) the objective $\mu_1$ is constrained by $\mu_{1,l}^{(1)} \leq \mu_1^{(1)} \leq \mu_{1,u}^{(1)}$, where $\mu_{1,l}^{(1)}$ and $\mu_{1,u}^{(1)}$ are prescribed. The result is the bounding of
the MOP to search the design space within the geometric shape of the anticipated region of interest. Further definition of the anticipated region of interest is unnecessary due to the function of a MOP of finding solutions along the Pareto frontier. For the examples presented in Figure 3.3, the information capturing the changes in consumer needs over time for each design in the set would be expressed as additional boundary constraints for the acceptable values of \( \mu_1 \) and \( \mu_2 \). In the event that the anticipated region of interest restricts the optimizer to an infeasible space, a compromise in the acceptable range of the objectives for the infeasible region of interest is required, or a new design model must be considered which provides feasible solutions within the desired region of interest.

### 3.4 Step C: Select Platform Variables

The third step of the method uses the Pareto frontier within the regions of interest identified previously to identify those variables which are best suited as platform variables \( (x_p) \). This may be accomplished through the use of Pareto-filtering methods as described in Section 2.2 or any other suitable method. In cases where a designer knows which variables are best suited as platform variables, this step simplifies to the providing of that information for the remaining steps of the method. In addition, as is illustrated in Figure 3.4, by selecting platform variables, it is likely that the Pareto frontier will shift. This shift represents a loss in the best possible performance due to the restricting of design variable values. To ensure that the resulting shift in the Pareto frontier has not produced a shift that places an anticipated region of interest in what is now infeasible space, Steps A and B of the method must be repeated as shown in Figure 3.2.

### 3.5 Step D: Select the Optimal Design Within Each Region of Interest

The fourth step of the method is to develop the \( n \)-dimensional optimization routine used to select the optimal design in each anticipated region of interest and identify the accompanying design variable values. The resulting optimal design set \( (D_a) \) containing all variable values is obtained through the following MOP formulation:
Problem 3.1: MOP Formulation for Optimal Adaptive Product Identification

\[ D_a := \{ (x_{p,1}, x_{p,2}, \ldots, x_{p,np}, x_{a,1}, x_{a,2}, \ldots, x_{a,na}) \mid \forall i \in \{1, 2, \ldots, n_d\} \} \quad (3.1) \]

\[ x_{p}, x_{a}^{(i)*} \] defined by:

\[ \min_{x_{p}, x_{a}^{(i)}} \left\{ \frac{1}{n_d} \sum_{i=1}^{n_d} J_{(i)} \left( x_{a}^{(i)}, x_{p}, p^{(i)} \right) \right\} \quad (3.2) \]

where:

\[ J_{(i)} = w_{1}^{(i)} \cdot \mu_{1} (x_{a}^{(i)}, x_{p}, p^{(i)})^m + \ldots + w_{n_{\mu}}^{(i)} \cdot \mu_{n_{\mu}} (x_{a}^{(i)}, x_{p}, p^{(i)})^m \quad (n_{\mu} \geq 2) \quad (3.3) \]

subject to:

\[ g_{q}(x_{a}^{(i)}, x_{p}, p^{(i)}) \leq 0 \quad \forall q \in \{1, \ldots, n_{g}^{(i)}\} \quad (3.4) \]

\[ h_{v}(x_{a}^{(i)}, x_{p}, p^{(i)}) = 0 \quad \forall v \in \{1, \ldots, n_{h}^{(i)}\} \quad (3.5) \]

\[ x_{a,j,l} \leq x_{a,j} \leq x_{a,j,u} \quad \forall j \in \{1, \ldots, n_{a}\} \quad (3.6) \]

\[ x_{p,r,l} \leq x_{p,r} \leq x_{p,r,u} \quad \forall r \in \{1, \ldots, n_{p}\} \quad (3.7) \]

\[ \mu_{q,l}^{(i)} \leq \mu_{q}^{(i)} \leq \mu_{q,u}^{(i)} \quad \forall y \in \{1, \ldots, n_{r}^{(i)}\} \quad (3.8) \]
where the adjustable variables \( x_a \) represent all non-platform design variables (variables that are either scaled or discretely adjusted); \( m \) is a compromise programming power [23]; \( w_{1}^{(i)}, w_{2}^{(i)}, \ldots, w_{n_{\mu}}^{(i)} \) are weights associated with the local preference within each region of interest; the set \( D_a \) now represents the set of all design variable values of \( x_{a}^{*} \) and \( x_{p}^{*} \) obtained through the evaluation of the MOP; the subscript \( n_{\mu} \) in Equation 3.8 indicates the additional objective constraints needed to define the anticipated regions of interest; and the superscript \( (i) \) on \( p, g, \) and \( h \) indicates the possibility that parameters and constraints are different (non-constant) for each design in the set \( D_a \). It is important to note that Problem 3.1 will result in a single solution within each region of interest.

From the MOP presented in Problem 3.1, it is seen that for each design – indicated by the superscript \( (i) \) – in the set \( D_a \), the values of \( x_{a}^{*} \) are required to be the same for all \( D_a^{(i)} \), while the values of \( x_{a}^{(i)*} \) are not. In addition, the solution of Problem 3.1 will result in a set of designs that are located along the Pareto frontier within each region of interest.

Figure 3.5 is a representation of how the solution to Problem 3.1 for the set of anticipated regions of interest and the shifted Pareto frontier are used to identify the values of \( x_{p}^{*} \) and \( x_{a}^{(i)*} \). In addition, Figure 3.5 shows how the intent of the proposed method to strategically select Pareto-optimal designs based on their ability to facilitate adaptability is satisfied through the implementation of Problem 3.1.
3.6 Step E: Develop Modules That Move From One Region of Interest to Another

By this step in the process, the set $D_a$ now contains all variable values that can be used to develop the module designs. Developing these designs is now a matter of constrained module design – modules are designed in a manner that constrains them to provide a specified progression in product performance when added to a specific embodiment of the product while only using the variable values from set $D_a$. To complete this final step of the method and obtain the module designs requires the following: (i) **Select a modular architecture type**, (ii) **Identify the platform design and module interfaces**, (iii) **Determine the desired number of modules and modular progression**, and (iv) **Identify and calculate the values of module design variables**. Each of these four parts is briefly discussed.

**Select a modular architecture type:** Of the three types of modularity identified in the literature (see Section 2.2), Slot-modular architecture and Bus-modular architecture are best suited for implementation in the present method due to the use of platform designs. The decision of which architecture type to be used depends on the desired functionality of the product and modules as a whole.

**Identify the product platform design and module interfaces:** Prior to the identification of modules, one of the designs in set $D_a$ must be identified as the product platform design. In order to facilitate adaptability, the platform design is generally identified as the design contained in $D_a$ with the most commonality. In addition, the module interfaces must be specified according to the modular architecture type selected previously, and any other related interfacing design activities must be performed.

**Determine the desired number of modules and the modular progression:** With a knowledge of the modular architecture type that is desired, it is now possible to determine the number of modules ($n_m$) that are desired. The identification of $n_m$ requires a knowledge of the manner in which the product is intended to expand. For the slot/bus-modular cases the maximum and minimum values for $n_m$ obtained for all possible module progression sequences are identified as follows.
\[ n_{m,\text{max}} = \sum_{n=1}^{n_d-1} n \]  
\[ n_{m,\text{min}} = n_d - 1 \]  

it follows that the selected value of \( n_m \) is an integer satisfying the condition:

\[ n_{m,\text{min}} \leq n_m \leq n_{m,\text{max}} \]

Using the integer value of \( n_m \) that is desired, it is now possible to create an \( n_m \)-by-2 matrix (\( \delta \)) dictating the desired progression from one design contained in set \( D_a \) to another. As a note, the first entry of the \( \delta \) matrix (\( \delta_{1,1} \)) is generally the platform design from set \( D_a \) identified in the previous section. A generic construction of a \( \delta \) matrix is presented as follows:

\[
\delta = \begin{bmatrix}
\alpha_1 & \beta_1 \\
\alpha_2 & \beta_2 \\
\vdots & \vdots \\
\alpha_{n_m} & \beta_{n_m}
\end{bmatrix}
\]  

(3.11)

where \( \alpha \) and \( \beta \) respectively refer to the starting and the ending designs of the set \( D_a \) that each module is bridging. This information is used in the final step to refer to the values of \( x_a \) needed to design each module.

Identify and calculate the values of module design variables: The identification of module designs first requires that those variables that are best suited to characterize the modules be identified – module variables (\( x_m \)). This identification of module variables can be performed using the same methods described previously for identifying platform variables. In cases where a designer knows which variables are best suited as module variables for manufacturing a modular product, this process of variable identification simplifies to the providing of that information for
the module design routine presented below. Using this information, and the information provided in $\delta$ and $D_a$, a generic $n$-dimensional constrained module design routine is presented below.

**Problem 3.2: Optimization Problem Formulation for Constrained Module Design**

$$D_m := \{ (x_{p,1}^*, x_{p,2}^*, \ldots, x_{p,n_p}^*, x_{m,1}^*(i), x_{m,2}^*(i), \ldots, x_{m,n_m}^*(i)) | \forall i \in \{1, 2, \ldots, n_m\} \}$$  \hfill (3.12)

$x_m^*$ is defined by:

$$\min_{x_m} J^{(i)} = \left( p^{(\beta)} - \bar{p}^{(i)} \right)^2$$  \hfill (3.13)

where:

$$\alpha = \delta_{i,1}$$  \hfill (3.14)

$$\beta = \delta_{i,2}$$  \hfill (3.15)

$$\bar{p}^{(i)} = p^{(\alpha)} + \Delta P^{(i)}$$  \hfill (3.16)

defined by:

$$p^{(\alpha)} = \left( \mu_1 \right|_{x_a} x_{p}^* p^{(\alpha)}, \mu_2 \left|_{x_a} x_{p}^* p^{(\alpha)}, \ldots, \mu_{n_\mu} \left|_{x_a} x_{p}^* p^{(\alpha)} \right) \quad (n_\mu \geq 2)$$  \hfill (3.17)

$$p^{(\beta)} = \left( \mu_1 \right|_{x_a} x_{p}^* p^{(\beta)}, \mu_2 \left|_{x_a} x_{p}^* p^{(\beta)}, \ldots, \mu_{n_\mu} \left|_{x_a} x_{p}^* p^{(\beta)} \right) \quad (n_\mu \geq 2)$$  \hfill (3.18)

$$\Delta P^{(i)} = \left( \Delta \mu_1 (x_{m}^{(i)}), \Delta \mu_2 (x_{m}^{(i)}, x_{p}^*), \Delta \mu_3 (x_{m}^{(i)}, x_{p}^*, \bar{p}^{(i)}) \right) \quad (n_\mu \geq 2)$$  \hfill (3.19)

where $D_m$ is the set of values and variables of $x_p^*$ and $x_m^*$ for each module design; $p^{(\alpha)}$ and $p^{(\beta)}$ characterize the objective space performance of the base ($\alpha$) and target ($\beta$) designs; $\bar{p}^{(i)}$ represents the objective space performance of design $\alpha$ when used in conjunction with the $i$-th module; $\Delta P^{(i)}$ represents the change in objective space performance from design $\alpha$ to $\bar{p}^{(i)}$; and $x_m^*$ represents the value(s) and variable(s) that characterize $\Delta P$.

In examining Problem 3.2 it should be noted that for each design in the set $D_m$, the values of $x_p^*$ are the same as those contained in set $D_a$. Also, if the variables contained in $x_a^*$ are geometric (i.e., lengths, widths, heights), $x_m^*$ represents the change of the geometric values of the variables
that produce the desired $\Delta P^{(i)}$. If the variables contained in $x^*_a$ are non-geometric (i.e., technology selection, hardware selection, software selection), $x^*_m$ provides the information needed to create the bridge between $x^*_a$ from design $\alpha$ to design $\beta$ and provide the desired $\Delta P^{(i)}$.

With completion of the constrained module design process, a product capable of adapting to changes in consumer needs over time through the addition of modules is achieved. In addition, each iteration of the product obtained through the addition of modules provides the optimal performance according to the objectives provided in Problem 3.1 (see Section 3.5).
CHAPTER 4.  PHASE I EXAMPLE: UNMANNED AIR VEHICLE (UAV) DESIGN

The example that follows shows the application of the multiobjective optimization design method presented in Chapter 3 in the creation of a small (wingspan \( b \leq 2.5 \text{ meters} \)) modular UAV and demonstrates the ability of the method to provide a modular product capable of satisfying 3 different operating conditions and parameters representing the changing consumer needs over time. For this scale of aircraft, design traditionally involves the optimization of performance objectives for a set of operating conditions and mission parameters, traditionally expressed through a mission profile. Drive for the development of this modular UAV stems from the need to have a fleet of aircraft that meet the needs of a diverse range of mission profiles, or accept losses in performance of the aircraft due to changes in operating conditions and parameters when the aircraft is used for missions other then it was designed for. To overcome this disparity, a concept wing design for a modular UAV is developed (see Figure 4.1) to provide the ability to optimally expand the design of the aircraft (see Figure 4.2) between missions through the addition of modules. The intent of this concept is not to provide complete details that would be required in the design of a flight worthy UAV, but to simply provide an idea of how a UAV could be optimally expanded through modules.

Chapter Nomenclature:

\[ D_{\text{turn}} \] Distance traveled in a complete 360° UAV turn (m)
\[ \dot{D}_{\text{turn}} \] Distance traveled per degree of turn (m/o)
\[ E \] Surveillance elevation of a UAV mission profile (m)
\[ \dot{g} \] Acceleration due to gravity (m/s²)
\[ \eta_{\text{max}} \] Maximum load factor
\[ \theta \] Degree of UAV turn (°)
\[ L \] Temperature lapse rate (K/m)
\[ L_{m} \] Module wing extension lengths (m)
\[ M \] Molar mass of dry air (kg/mol)
Figure 4.1: Schematic of a concept modular UAV wing design that provides the ability to optimally satisfy different mission profiles.

Figure 4.2: Schematic of the three mission profiles used in the UAV example.

\[ m_t \] Total mass of the UAV (kg)
\[ m_e \] Mass of onboard equipment like cameras, batteries, computers, etc. (kg)
\[ m_f \] Mass of the UAV fuselage (kg)
\[ m_w \] Mass of the UAV wings (kg)
\[ \dot{p}_0 \] Sea level standard atmospheric pressure (Pa)
\[ \dot{p} \] Atmospheric pressure at E (Pa)
ρ Density of air at E (kg/m³)
R Universal gas constant (J/(mol·K))
$R_{\text{turn}}$ Minimum radius of turn of the UAV (m)
$S_{\text{ref}}$ Reference wing area (m²)
$T$ Temperature of air at E (K)
$T_0$ Sea level standard temperature (K)
$T_{\text{lost}}$ Time lost in a 180° UAV turn (s)
$\dot{T}_{\text{lost}}$ Time lost per degree of turn (s/°)
$\dot{T}_{\text{lost,max}}$ Maximum time lost allowed per degree of turn (s/°)
$t_w$ Equivalent thickness of a rectangular cross-section wing (m)
$V$ Mission cruise velocity (m/s)

Inspection of Figures 4.1 and 4.2 reveal the platform variable best suited for manufacturing this concept design as the average cord length ($\bar{c}$). Assumptions made in this example are as follows: (1) During surveillance operations of the mission profiles, the UAV flies at constant altitude. (2) The aircraft has sufficient thrust for a sustained turn [50]. (3) The coefficients of lift ($C_{L_{\text{max}}}$) and thrust ($C_{T_{\text{max}}}$) are constant and equal 1.2 and 0.1 respectively [50]. (4) The UAV is being designed for surveillance operations where useful data is not captured while executing a turn – thus the inclusion of minimizing $\dot{T}_{\text{lost}}$ as a design objective. (5) Density ($\rho_w$) of the wing material does not change with changes in $b$. As a note, the wing material is assumed to be 1.9 lb EPP foam. Current design approaches increase wing density where the wing connects to the fuselage as the wings lengthen to provide more strength and reduce the weight of the wings [51]. In the concept presented in Figure 4.1, this final assumption requires that the connection between the fuselage and wings be designed for the maximum wing span possible. The mass associated with this connection is accounted for in $m_f$. The complete formulation of the MOP and identification of anticipated regions of interest based upon the information provided in Figure 4.2 for this example is as follows.

**Problem 4.1: UAV Example – MOP Formulation**

\[
D_a := \{(x_{p,1}^*, x_{p,2}^*, \ldots, x_{p,n_p}^*, x_{a,1}^{(i)*}, x_{a,2}^{(i)*}, \ldots, x_{a,n_a}^{(i)*}) \mid \forall i \in \{1, 2, 3\}\} \tag{4.1}
\]
\( x_p^*, x_a^* \) defined by:

\[
\min_{x_a^{(i)}, x_p} \left( \frac{1}{3} \right) \sum_{i=1}^{3} \left( \hat{T}_{\text{lost}}(x_a^{(i)}, x_p, p^{(i)}) + m_t(x_a^{(i)}, x_p, p^{(i)}) \right)
\]  

(4.2)

where:

\[
x_p = \{ \bar{c} \} \quad (4.3)
\]

\[
x_a^{(i)} = \left\{ V^{(i)} \ b^{(i)} \right\} \quad (4.4)
\]

\[
p^{(i)} = \left\{ m_e \ m_t \ \rho_w \ t_w \ T_0 \ \hat{p}_0 \ M \ E^{(i)} \right\} \quad (4.5)
\]

subject to:

\[
\hat{T}_{\text{lost}}^{(i)} - \hat{T}_{\text{lost, max}}^{(i)} \leq 0 \quad (4.6)
\]

\[
\hat{T}_{\text{lost}}^{(i)} - \hat{T}_{\text{lost, min}}^{(i)} \leq 0 \quad (4.7)
\]

\[
V_l^{(i)} \leq V^{(i)} \leq V_u \quad (4.8)
\]

\[ 1.1m \leq b^{(i)} \leq 2.5m \quad (4.9) \]

\[ 0.09m \leq \bar{c} \leq 0.17m \quad (4.10) \]

where:

\[
\hat{T}_{\text{lost}}^{(i)} = \frac{\hat{D}_{\text{hum}}^{(i)}}{V^{(i)}} \quad (4.11)
\]

\[
m_t^{(i)} = m_e + m_t + m_w^{(i)} \quad (4.12)
\]

with supporting equations:

\[
m_w^{(i)} = \rho_w S_{\text{ref}}^{(i)} t_w \quad (4.13)
\]

\[
S_{\text{ref}}^{(i)} = \bar{c} b^{(i)} \quad (4.14)
\]

\[
T^{(i)} = T_0 - LE^{(i)} \quad (4.15)
\]

\[
\hat{p}^{(i)} = \hat{p}_0 \left( 1 - \frac{LE^{(i)}}{T_0} \right)^{\left( \frac{\delta M}{RT^{(i)}} \right)} \quad (4.16)
\]

\[
\rho^{(i)} = \frac{\hat{p}^{(i)} M}{RT^{(i)}} \quad (4.17)
\]
Table 4.1: Values of the constant parameters of $p^{(i)}$ needed to evaluate Problem 4.1.

<table>
<thead>
<tr>
<th>Constant Parameters</th>
<th>( m_e ) (kg)</th>
<th>( m_f ) (kg)</th>
<th>( \rho_w ) (kg/m(^3))</th>
<th>( t_w ) (m)</th>
<th>( T_0 ) (K)</th>
<th>( L ) (K/m)</th>
<th>( \hat{p}_0 ) (Pa)</th>
<th>( R ) (J/(mol·K))</th>
<th>( M ) (kg/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.25</td>
<td>1.5</td>
<td>30.435</td>
<td>0.06</td>
<td>288.5</td>
<td>0.0065</td>
<td>101325</td>
<td>8.31447</td>
<td>0.0289644</td>
</tr>
</tbody>
</table>

Table 4.2: Values of the non-constant objective limits, adjustable variable limits, and parameters of $p^{(i)}$ needed in Problem 4.1 to obtain the \( i \)-th design of set \( D_a \).

<table>
<thead>
<tr>
<th>Adjustable Variable Limits</th>
<th>Objective Limits</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>( V_l ) (m/s)</td>
<td>( V_u ) (m/s)</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>18</td>
</tr>
</tbody>
</table>

\[
\eta_{\text{max}}^{(i)} = \frac{\rho^{(i)} (V^{(i)})^2 \, S_{\text{ref}} \, C_{\text{max}}^{(i)}}{2 m_t \, \hat{g}} \tag{4.18}
\]

\[
R_{\text{turn}}^{(i)} = \frac{(V^{(i)})^2}{\hat{g} \sqrt{(\eta_{\text{max}}^{(i)})^2 - 1}} \tag{4.19}
\]

\[
D_{\text{turn}}^{(i)} = \frac{\pi R_{\text{turn}}^{(i)} \theta}{180} \tag{4.20}
\]

\[
\hat{D}_{\text{turn}}^{(i)} = \frac{D_{\text{turn}}^{(i)}}{\theta} \tag{4.21}
\]

\[
T_{\text{lost}}^{(i)} = \frac{D_{\text{turn}}^{(i)}}{V^{(i)}} \tag{4.22}
\]

where all variables in the preceding equations are defined in the Nomenclature section of this Chapter.

Values of the elevation \( E \), \( \hat{T}_{\text{lost, max}} \), and \( \hat{T}_{\text{lost, min}} \), along with the lower \( (V_l) \) and upper \( (V_u) \) limits of the mission cruise velocities for the different designs presented in Tables 4.1 and 4.2 are obtained from the mission profiles presented in Figure 4.2. Values of \( T_0, L, \hat{p}_0, R, \) and \( M \) presented in Table 4.1 come from the 1976 International Standard Atmosphere document [52]. The variable \( t_w \) represents an equivalent thickness of the wings – approximates the wing cross sectional area as a
Table 4.3: Variable and objective values obtained through evaluation of Problem 4.1 for the $i$-th design of set $D_a$.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>$c^*$ (m)</td>
</tr>
<tr>
<td>1</td>
<td>0.17</td>
</tr>
<tr>
<td>2</td>
<td>0.17</td>
</tr>
<tr>
<td>3</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Through the evaluation of Problem 4.1 above, the set $D_a$ now contains all variable values needed to develop the module designs (see Table 4.3). Prior to developing the module designs, information on the type, number, and desired progression of modules that are to be used to obtain the Pareto-optimal designs contained within set $D_a$ is needed. Using the information provided in Figure 4.1, it can be seen that a Bus-modular approach was selected for this example. Examination of the nature of the $x_a$ variables reveals that the differences in the variable $b$ for each design in $D_a$ is geometric, and therefore the design with the most commonality is the design with the smallest length of $b^*$ ($D_a^{(3)}$). Using this information, the desired number of modules to be developed ($n_m$) is chosen to be two, and the $\delta$ matrix is constructed in the following equation:

$$\delta = \begin{bmatrix} 3 & 2 \\ 2 & 1 \end{bmatrix}$$ (4.23)

Formulation of a constrained module design routine of the form presented in Problem 4.1 is presented as follows.
Problem 4.2: UAV Example – Constrained Module Design

\[ D_m := \{(x_{p,1}^*, x_{p,2}^*, \ldots, x_{p, n_{p}}^*, m_{m,1}^*, x_{m,2}^*, \ldots, x_{m, n_{m}}^*) \mid \forall i \in \{1, 2, \ldots, n_m\}\} \quad (4.24) \]

\( x_m^* \) is defined by:

\[
\min_{x_m} J^{(i)} = \left( p^{(\beta)} - \bar{p}^{(i)} \right)^2
\]

defined by:

\[
\bar{p}^{(i)} = P^{(\alpha)} + \Delta P^{(i)}
\]

\[
P^{(\alpha)} = \left( \hat{T}_{\text{lost}}^{(\alpha)} \mid x_{x,1}^{(\alpha)*}, x_{x, p}^{(\alpha)*}, m_t^{(\alpha)} \mid x_{x,1}^{(\alpha)*}, x_{x, p}^{(\alpha)*} \right)
\]

\[
P^{(\beta)} = \left( \hat{T}_{\text{lost}}^{(\beta)} \mid x_{x,1}^{(\beta)*}, x_{x, p}^{(\beta)*}, m_t^{(\beta)} \mid x_{x,1}^{(\beta)*}, x_{x, p}^{(\beta)*} \right)
\]

\[
\Delta P^{(i)} = \left( \Delta T_{\text{lost}}^{(i)}, \Delta m_t^{(i)} \right)
\]

where:

\[
x_m^{(i)} = \{L_{m}^{(i)}, V^{(\beta)*}\}
\]

\[
x_p^* = \{\bar{c}^*\}
\]

\[\alpha = \delta_{i,1}\]

\[\beta = \delta_{i,2}\]

\[
\Delta T_{\text{lost}}^{(i)} = \hat{T}_{\text{lost}} \left( (b^{(\alpha)*} + 2L_{m}^{(i)}), V^{(\beta)*}, \bar{c}^*, p^{(\beta)} \right) - \hat{T}_{\text{lost}} \left( b^{(\alpha)*}, V^{(\alpha)*}, \bar{c}^*, p^{(\alpha)} \right)
\]

\[
\Delta m_t^{(i)} = m_t \left( (b^{(\alpha)*} + 2L_{m}^{(i)}), V^{(\beta)*}, \bar{c}^*, p^{(\beta)} \right) - m_t \left( b^{(\alpha)*}, V^{(\alpha)*}, \bar{c}^*, p^{(\alpha)} \right)
\]

\[L_{m}^{(i)} = 0.5(b^{(\beta)*} - b^{(\alpha)*})\]

where all variables in the preceding equations are defined in the Nomenclature section of this Chapter.

Results of the evaluation of Problem 4.2, as well as the variable values of the Platform Design are presented in Table 4.4.
Table 4.4: Variable values of the platform and module designs obtained through evaluation of Problem 4.2.

<table>
<thead>
<tr>
<th>Platform Design</th>
<th>Module Designs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
<td>Values</td>
</tr>
<tr>
<td>( \bar{c} )</td>
<td>0.17</td>
</tr>
<tr>
<td>( b )</td>
<td>1.3857</td>
</tr>
<tr>
<td>( V )</td>
<td>18</td>
</tr>
</tbody>
</table>

Results of the evaluation of Problem 4.2 above (see Table 4.4 for complete summary) provide the variable values needed to describe the module designs. With completion of the constrained module design process, a UAV capable of adapting to three different mission profiles through the addition of modules is achieved. Figure 4.3 provides a graphical representation of the Pareto frontier for the 3 regions of interest defined in Problem 4.1, along with the objective values for the solutions to Problem 4.1 (indicated by the symbol “◦”) and Problem 4.2 (indicated by the symbol “×”). In addition, Figure 4.3 illustrates the ability of each iteration of the UAV obtained through the addition of modules to provide the desired Pareto-optimal performance according to the objectives, parameters, and constraints provided in Problem 4.1, and thus satisfy the intent of the design method. The side of the Pareto frontier representing feasible solutions is indicated by the direction of the \( \wedge \) symbols placed along the frontier.
Figure 4.3: Graphical representation of the Pareto frontier for the 3 regions of interest defined in Problem 4.1, along with the plotted solutions to Problem 4.1 (indicated by the symbol “◦”) and Problem 4.2 (indicated by the symbol “×”). The plot shows that each iteration of the UAV obtained through the addition of modules provides the desired Pareto-optimal performance from Problem 4.1. The side of the Pareto frontier representing feasible solutions is indicated by the direction of the ∧ symbols placed along the frontier.
CHAPTER 5. PHASE 2 METHOD DEVELOPMENT

In this chapter, the second phase in the development of a multiobjective optimization design method providing a Pareto-optimal product and module designs capable of satisfying changes in consumer needs over time is described for s-Pareto frontier design cases.

5.1 Accounting for Changing Needs With Multiple Design Models

Similar to the Pareto frontier, an s-Pareto frontier contains many optimal, yet functionally different, designs representing all optimal product candidates. However, an s-Pareto frontier represents the optimal product candidates from disparate design models. Recalling from Chapter 3 that to satisfy changes in consumer needs over time through the addition of modules requires the strategic selection of Pareto designs based on their ability to facilitate adaptability, the focus of this chapter is to demonstrate how the method presented in Chapter 3 can be expanded to incorporate the strategic selection of s-Pareto designs. Figure 5.1 illustrates the intent of the expanded method to satisfy changing consumer needs by selecting an s-Pareto-optimal product platform design which, through the addition of modules, expands to other s-Pareto designs.

As was the case in Figure 3.1 shown in Chapter 3, the first ($\mu_1$) and second ($\mu_2$) objectives are represented along the horizontal and vertical axis, respectively. From Figure 5.1 it is seen that the platform design, shown as $P^{(1)}$, adapts to become $P^{(2)}$ through the addition of Module 1. Through this approach, the platform and subsequent modules, provide the desired product performance resulting from the changing consumer needs as represented by $P^{(1)}$, $P^{(2)}$, $P^{(3)}$, and $P^{(4)}$. Figure 5.2 provides a flow chart that illustrates the six primary steps of the expanded multiobjective optimization design method developed in this chapter in response to the identified research need from Section 2.3 calling for a design methodology for finding balance between multiobjective optimization and product modularity and adaptability in the context of changing consumer needs. By comparing Figures 3.2 and 5.2 it can be seen that the major difference between Figure 5.2 and
Figure 5.1: Graphical representation of the intent of the expanded method to provide a product that expands from one s-Pareto-optimal design to another through the addition of modules.

Figure 3.2, is the insertion of an additional step between Steps C and D of Figure 3.2 in which the s-Pareto frontier within the anticipated regions of interest is assembled. Although Steps A-C and E-F of Figure 5.2 appear to be identical to Steps A-E of Figure 3.2, due to the use of multiple design models, the functions of, and MOP formulations required in these steps, must necessarily change. The expanded function of each of these steps is described in the following sections.

5.2 Step A: Characterize the Multiobjective Design Space

The first step of the method explores the multiobjective design space to evaluate and characterize the effects of each design variable on the objective space performance. As presented in Figure 5.3, when multiple design models are needed to satisfy the future product needs, this step of the method requires that an MOP for each design model be evaluated and represented in the same design space.

5.3 Step B: Define Anticipated Regions of Interest

The second step of the method captures the predicted changes in consumer needs over time and enhances the ability of an optimizer to select the designs that are optimal for adaptation, as illustrated in Figure 5.1, by identifying designs within Anticipated Regions of Interest. Once again, although one of the assumptions used in developing this method is that these anticipated regions of interest
are known, potential methods of identifying these regions could include the use of focus groups, surveys, market observation (i.e. identification of a series of current benchmark products), etc.

For each anticipated region of interest presented in Figure 5.4, a new MOP, with a reduced design space, for the corresponding design models is defined by additional objective constraints based on known changes in consumer needs. Further definition of the anticipated region of interest is unnecessary due to the function of a MOP of finding solutions along the s-Pareto frontier. For the examples presented in Figure 5.4, as was the case for the examples provided in Figure 3.3 from Chapter 3, the information capturing the changes in consumer needs over time for each design in the set is expressed as additional boundary constraints for the acceptable values of $\mu_1$ and $\mu_2$. 

Figure 5.2: Flow chart describing the six-step multiobjective optimization design method developed in this chapter.
5.4 Step C: Select Platform Variables

The third step of the method uses the disparate Pareto frontiers within the regions of interest identified previously to identify those variables which are best suited as platform variables \( (x_p) \). Once again, this may be accomplished through the use of Pareto-filtering methods as described in Section 2.2 or any other suitable method. In addition, as is illustrated in Figure 5.5, by selecting platform variables, it is likely that the Pareto frontier of the different design models will shift. To insure that
the resulting shift in the Pareto frontiers has not placed an anticipated region of interest in what is now infeasible space, Steps A and B of the method must be repeated as shown in Figure 5.2.

Figure 5.5: Illustration of the expected shift in the Pareto frontiers from Figure 5.4 due to the selection of platform variables. The anticipated regions of interest presented in Figure 5.4(a) are also shown.

5.5 Step D: Assemble the s-Pareto Frontier Within Each Region of Interest

The fourth step of the method identifies the Pareto-optimal solutions from the various design models within each region of interest which are best suited as s-Pareto – globally optimal – solutions. As described in Section 5.2 above, in step A of the method a characterization of the Pareto frontier of each design model was obtained. Thus, the current step may be accomplished through the use of Pareto-filtering methods as described in Section 2.1 or any other suitable method. Figure 5.6 illustrates the result of this step of the method.

5.6 Step E: Select the Optimal Design Within Each Region of Interest

The fifth step of the method is to develop the \( n \)-dimensional optimization routine used to select the optimal design in each anticipated region of interest and identify the accompanying design variable values. The resulting optimal design set \((D_a)\) containing all variable values is obtained through the following MOP formulation:
Problem 5.1: s-Pareto MOP Formulation for Optimal Adaptive Product Identification

\[ D_a := \{ (x_{p,1}^*, x_{p,2}^*, \ldots, x_{p,n_p}^*, x_{a,1}^{(i)*}, x_{a,2}^{(i)*}, \ldots, x_{a,n_{a,i}}^{(i)*}) \mid \forall i \in \{1, 2, \ldots, n_d\} \} \]  (5.1)

\[ x_{p,1}^*, x_{a,1}^{(i)*}, \text{ and } n_{x_a}^{(i)} \text{ defined by:} \]

\[ \min_{x_{p}, x_{a}^{(i)}} \left\{ \frac{1}{n_d} \sum_{n=1}^{n_d} J^{(i)}(x_{a}^{(i)}, x_{p}) \right\} \]  (5.2)

where:

\[ J^{(i)}(x_{a}^{(i)}, x_{p}) = \min_k \left\{ \min_{x_{a}^{(k)}, x_{p}} J^{(k)}(x_{a}^{(k)}, x_{p}) \right\} \]  (5.3)

\[ J^{(k)}(x_{a}^{(k)}, x_{p}) = w_1^{(i)} \cdot \mu_1(x_{a}^{(k)}, x_{p}, p^{(k)})^m + \ldots + w_{n_{\mu}}^{(i)} \cdot \mu_{n_{\mu}}(x_{a}^{(k)}, x_{p}, p^{(k)})^m \quad (n_{\mu} \geq 2) \]  (5.4)

subject to:

\[ g_q^{(k)}(x_{a}^{(k)}, x_{p}, p^{(k)}) \leq 0 \quad \forall q \in \{1, \ldots, n_g^{(k)}\} \]  (5.5)

\[ h_v^{(k)}(x_{a}^{(k)}, x_{p}, p^{(k)}) = 0 \quad \forall v \in \{1, \ldots, n_h^{(k)}\} \]  (5.6)

\[ x_{a,j,l}^{(k)} \leq x_{a,j,u}^{(k)} \quad \forall j \in \{1, \ldots, n_{x_a}^{(k)}\} \]  (5.7)

\[ x_{p,r,l} \leq x_{p,r,u} \quad \forall r \in \{1, \ldots, n_{x_p}\} \]  (5.8)

\[ \mu_{y,l}^{(k)} \leq \mu_{y,u}^{(k)} \quad \forall y \in \{1, \ldots, n_{\mu}^{(k)}\} \]  (5.9)
where the adjustable variables \((x_a)\) represent all non-platform design variables (variables that are either scaled or discretely adjusted) for each design model; \(k, 1 \leq k \leq n_{dm}\), denotes the \(k\)-th design model; \(m\) is a compromise programming power; \([23]\) \(w_1^{(i)}, \ldots, w_{\eta_i}^{(i)}\) are weights associated with the local preference within the \(i\)-th region of interest; the set \(D_a\) now represents the set of all design variable values of \(x_a^*\) and \(x_p^*\) obtained through the evaluation of the MOP; and the superscript \((k)\) on \(p, g,\) and \(h\) indicate the possibility that parameters and constraints are different (non-constant) for each design model. It is important to note that Problem 5.1 will result in a single solution within each region of interest.

Figure 5.7: Theoretical identification of the values of \(x_p^*\) and \(x_a^{(i)*}\) for a set of three anticipated regions of interest and s-Pareto frontier from the MOP formulation presented in Problem 5.1.

Figure 5.7 is a representation of how the solution to Problem 5.1 for a set of three anticipated regions of interest and the corresponding s-Pareto frontiers are used to identify the values of \(x_p^*\) and \(x_a^{(i)*}\). In addition, Figure 5.7 shows how the intent of the proposed method to strategically select s-Pareto-optimal designs based on their ability to facilitate adaptability is satisfied through the implementation of Problem 5.1.
5.7 Step F: Develop Modules That Move From One Region of Interest to Another

By this step in the process, the set \( D_a \) now contains all variable values that can be used to develop the module designs. Developing these designs is now, as was described in Section 3.6 of Chapter 3, a matter of constrained module design. To complete this final step of the method and obtain the module designs requires the following: (i) Select a modular architecture type, (ii) Identify the product platform design and module interfaces, (iii) Determine the desired number of modules and modular progression, and (iv) Identify and calculate the values of module design variables. Detailed information on each of these four parts was previously provided in Section 3.6 of Chapter 3 and therefore is not repeated here. The expanded \( n \)-dimensional optimization problem formulation for constrained module design is presented as follows:

**Problem 5.2: s-Pareto Optimization Problem Formulation for Constrained Module Design**

\[
D_m := \{ (x_{p,1}^*, x_{p,2}^*, \ldots, x_{p,n_{p}}^*, x_{m,1}^{(i)*}, x_{m,2}^{(i)*}, \ldots, x_{m,n_{m}}^{(i)*}) \mid \forall i \in \{1, 2, \ldots, n_m\} \}
\]  

(5.10)

\( x_m^* \) is defined by:

\[
\min_{x_m} J^{(i)} = \left( p^{(\beta)} - \bar{p}^{(i)} \right)^2
\]

(5.11)

where:

\[
\alpha = \delta_{i,1}
\]

(5.12)

\[
\beta = \delta_{i,2}
\]

(5.13)

\[
\bar{p}^{(i)} = p^{(\alpha)} + \Delta p^{(i)}
\]

(5.14)

defined by:

\[
p^{(\alpha)} = \left( \mu_1 \mid x_{a,1}, x_{p,1}, p^{(\alpha)}; \mu_2 \mid x_{a,2}, x_{p,2}, p^{(\alpha)}; \ldots; \mu_{n_\mu} \mid x_{a,1}, x_{p,1}, p^{(\alpha)} \right) \quad (n_\mu \geq 2)
\]

(5.15)

\[
p^{(\beta)} = \left( \mu_1 \mid x_{a,1}, x_{p,1}, p^{(\beta)}; \mu_2 \mid x_{a,2}, x_{p,2}, p^{(\beta)}; \ldots; \mu_{n_\mu} \mid x_{a,1}, x_{p,1}, p^{(\beta)} \right) \quad (n_\mu \geq 2)
\]

(5.16)

\[
\Delta p^{(i)} = \left( \Delta \mu_1 (x_{m,1}^{(i)}, x_{p}^*, \hat{p}^{(i)}), \Delta \mu_2 (x_{m,2}^{(i)}, x_{p}^*, \hat{p}^{(i)}), \ldots, \Delta \mu_{n_\mu} (x_{m,1}^{(i)}, x_{p}^*, \hat{p}^{(i)}) \right) \quad (n_\mu \geq 2)
\]

(5.17)
where all variables and functions are as described in Section 3.6 of Chapter 3. It should also be noted that the current formulation now allows the variables contained in $x_m$ to be different for each module designed (See Equation 5.10).

With completion of the constrained module design process, a product capable of adapting to changes in consumer needs over time through the addition of modules is achieved. In addition, each iteration of the product obtained through the addition of modules provides the optimal performance according to the objectives provided in Problem 5.1 (see Section 5.6).
CHAPTER 6. PHASE 2 EXAMPLE: MANUAL IRRIGATION PUMP DESIGN

There is increasing evidence that one of the most sustainable ways to help those living in extreme poverty (20.5% of the world’s population who live on less than \(\sim\)$1 a day) is through a market-based approach – where all in the supply chain benefit financially, including the poor [54–57]. Among the most promising methods of producing profit for all in the supply chain is the development of products that increase the earning power of those that are living in extreme poverty [55, 58, 59]. Products such as treadle pumps, water drip irrigation kits, and coconut oil presses have generated millions of dollars in profit for poverty stricken countries and helped over 12 million people sustainably escape poverty [55, 58, 59]. However, millions of other impoverished people throughout the world are unwilling to invest in relatively costly income-generating products (\(\sim\)$100 – or 3 months of income) because of the high perceived and actual financial risk involved [55, 56, 60]. Additionally, a majority of the population cannot afford the investment under the traditional approaches, and therefore remain unaided by these poverty alleviating technologies.

The example that follows shows the application of the methodology presented in Chapter 5 in the creation of a modular, manually operated irrigation pump. In addition, the example demonstrates the ability of the method to provide a modular income generating product that allows the purchaser to make a *four-stage* investment to purchase a product that would otherwise be considered unaffordable.

**Chapter Nomenclature:**

- \(A_c\) Cross sectional flow area of the cylinder (m\(^2\))
- \(A_p\) Cross sectional flow area of the pipe (m\(^2\))
- \(C_{\text{base}}\) Manufacturing cost of the base structure of the pump ($)
- \(C_{\text{bike}}\) Manufacturing cost of the bike and rear sprocket ($)
- \(C_{\text{crank}}\) Manufacturing cost of the rear axel crank ($)

45
$C_{cyl}$ Manufacturing cost of the pump cylinder(s) ($)
$C_{handle}$ Manufacturing cost of the pump handle ($) 
$C_{link}$ Manufacturing cost of the link connecting the rear axel crank to the treadles ($) 
$C_{pipe}$ Manufacturing cost of the inlet and outlet piping of the pump ($) 
$C_{piston}$ Manufacturing cost of the cylinder piston ($) 
$C_{sup}$ Manufacturing cost of the bike support structure ($) 
$C_{treadle}$ Manufacturing cost of the treadles ($) 
$C_{vb}$ Manufacturing cost of the valve-box(es) ($) 

d_{cr}$ Diameter of the crank gear (m)
$d_{c}$ Diameter of the pump cylinder (m)
$d_{p}$ Diameter of the inlet/outlet pipes (m)

$\varepsilon$ Surface roughness for the pipe/pump cylinder

$F_h$ Force applied by the pump operator during hand operation of the pump (N)
$F_{in}$ Force applied at the cylinder head (N)
$\hat{F}_{in}$ Average force input to the treadles when connected to the bike (N)
$F_l$ Force applied by the pump operator during leg operation of the pump (N)

$f_c$ Friction coefficient for flow in the pump cylinder

$f_p$ Friction coefficients for flow in the inlet/outlet pipes

$h_{c}$ Distance traveled by the cylinder piston head (m)

$h_{L}$ Head loss in the pump system (m)

$h_{p}$ Height of the pivot (m)

$l_{c}$ Distance from the pivot to the pump cylinder (m)

$l_{cr}$ Length of the crank arm of the bike (m)

$l_l$ Length of the link connecting the rear axel crank to the treadles (m)

$l_{o}$ Distance from the pivot to the operator (m)

$l_{p,in}$ Length of the inlet pipe (m)

$l_{p,out}$ Length of the outlet pipe (m)

$l_{pa,x}$ Horizontal distance from the pivot to the bike rear axel (m)

$l_{pa,y}$ Vertical distance from the pivot to the bike rear axel (m)
\( l_r \) Length of the rear axel crank (m)
\( l_s \) Length of the operator stroke (m)
\( \hat{l}_s \) Length of the treadle stroke when connected to the bike (m)
\( l_t \) Length of the treadle extensions (m)
\( M_d \) Distributor mark-up (5 %)
\( M_m \) Manufacturing mark-up (25 %)
\( M_s \) Sales mark-up (3 %)
\( m_w \) Mass of the water in the entire pumping system (kg)
\( n_c \) Number of cylinders
\( \hat{n}_c \) Number of cylinders added by a module
\( n_{ct} \) Number of crank gear teeth
\( n_{st} \) Number of sprocket teeth
\( \eta \) Force transmission efficiency (%) 
\( p_d \) Gear pitch diameter (m)
\( Q \) Actual predicted water flow rate (L/s)
\( \dot{Q} \) Potential water flow rate in the system assuming a constant flow (L/s)
\( S \) Pump sales price ($)
\( t_s \) Stroke time of the operator (s)
\( V_p \) Average flow velocity in the pipes (m/s)
\( V_c \) Average flow velocity in the cylinders (m/s)
\( \phi \) Price scaling coefficient
\( w_{pa} \) Width of the pump assembly (m)
\( \psi_{tube} \) Unit material prices for the treadle/structural rectangular tubing ($/m)
\( \psi_{plate} \) Unit material prices for the plate material ($/m^2$)
\( \psi_{p,st} \) Unit material prices for the structural pipe ($/m$)
\( \psi_{p,w} \) Unit material prices for the inlet/outlet pipe ($/m$)
\( \psi_{seal} \) Unit material prices for the piston seal ($/m$)
\( \psi_{cyl} \) Unit material prices for the piston cylinder(s) ($/m$)
\( \psi_{plank} \) Unit material prices for the wood base plank ($/m^2$)
\( \psi_{sp} \) Unit material prices for the rear sprocket ($/gear$)
Drive for the development of this modular pump is best illustrated though the plot provided in Figure 6.1. This figure provides a comparison of three non-modular irrigation pumps that are sold on the market today based on their sales price, $S$ (horizontal axis), and potential water flow rate, $Q$ (vertical axis). From Figure 6.1 it is seen that products are available to satisfy a range of current views of what is considered affordable, but none of these products are capable of expanding as an individual’s view of affordability changes due to increases in income potential (i.e. a Hip Pump cannot become a Super MoneyMaker). In short, drive for the development of a modular irrigation pump stems from the need to reduce the high perceived and actual financial risks involved with purchasing traditional irrigation pumps [55, 56, 60], while still providing the needed pump performance that will increase the purchasers income. To overcome this disparity, preliminary analytical models of the fluid and financial aspects of four different irrigation pump designs are developed to predict the behavior of a pump design based on a set of model inputs. These models are characterized by the following configuration descriptions: (1) Hand actuated with single cylinder, (2) Foot actuated with single cylinder, (3) Foot actuated with two cylinders, and (4) Cyclically actuated with two cylinders.

Preliminary assumptions made in the development of the disparate analytical financial and fluid models are as follows: (1) Water flow will always be turbulent. (2) The corresponding friction coefficients for flow in the pump cylinder ($f_c$) and pipes ($f_p$) are approximated by the average friction value for the expected flow speeds and the ratios of the surface roughness ($\varepsilon$) to pipe/cylinder diameter ($d_p$ and $d_c$ respectively). (3) The force transmission efficiency of the pump ($\eta$) is assumed to be constant and equal to 80%. (4) During leg operation of the pump, the force applied by the pump operator ($F_l$) is assumed to be constant and equal to 889.6 N. (5) During hand operation of the pump, the force applied by the pump operator ($F_h$) is assumed to be constant and equal to 70% of $F_l$ (622.72 N). (6) The design variable best suited for manufacturing a modular irrigation pump is the piston cylinder diameter ($d_c$). (7) The pump is being designed to pull water from a water source that is three meters below the pump and then discharge it into a ditch or furrow one meter
Figure 6.1: Graphical comparison of three non-modular water pumps that are currently sold on the market. The horizontal axis represents the sales price ($S$ in US dollars, and the vertical axis represents the potential water flow rate ($Q$) in liters per second.

below the pump. (8) Due to the need to satisfy the consumers’ extreme view of affordability and desire for high performance, the objectives for this example are to minimize the sales price ($S$) and maximize the water flow rate ($Q$) of the pump.

Using the information provided in Figure 6.1 and the knowledge of the assumptions made in developing the analytical models, the four anticipated regions of interest within the design space are developed. The limits describing the four anticipated regions of interest within the design space of $Q$ and $S$ are provided in Table 6.1. Values of the limits, in terms of $S$ and $Q$, for the $i$-th region are based on the performance of the MoneyMaker Hip Pump ($i = 1$), MoneyMaker Plus ($i = 2$), the Super MoneyMaker ($i = 3$), and the assumption that any product that exhibits improved performance in $Q$ beyond that of the Super MoneyMaker must have a single product purchase price between $110 and $180 [55, 61–63].

The complete formulation of the MOP, of the form presented in Section 5.6, incorporating the limits describing the anticipated regions of interest provided in Table 6.1 is presented as follows.
Table 6.1: Limits describing the four anticipated regions of interest within the design space of \( Q \) and \( S \). Values of the limits, in terms of \( S \) and \( Q \), for the \( i \)-th region are based on the performance of the MoneyMaker Hip Pump \((i = 1)\), MoneyMaker Plus \((i = 2)\), the Super MoneyMaker \((i = 3)\), and the assumption that any product that exhibits improved performance in \( Q \) above that of the Super MoneyMaker must have a single product purchase price between $110 and $180 [55, 61–63].

<table>
<thead>
<tr>
<th>( i )</th>
<th>( S_{\text{min}} ) ($)</th>
<th>( S_{\text{max}} ) ($)</th>
<th>( Q_{\text{min}} ) (L/s)</th>
<th>( Q_{\text{max}} ) (L/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>40</td>
<td>0.25</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>70</td>
<td>0.80</td>
<td>1.3</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>110</td>
<td>1.35</td>
<td>2.0</td>
</tr>
<tr>
<td>4</td>
<td>110</td>
<td>180</td>
<td>1.85</td>
<td>8.0</td>
</tr>
</tbody>
</table>

Problem 6.1: Irrigation Pump Example – MOP Formulation

\[
D_a := \{ (x_{p,1}^*, x_{p,2}^*, \ldots, x_{n_p}^*), x_{a,1}^{(i)*}, x_{a,2}^{(i)*}, \ldots, x_{n_a}^{(i)*}) \mid \forall i \in \{1, 2, 3, 4\} \} \quad (6.1)
\]

\( x_p^*, x_a^* \) defined by:

\[
\min_{x_{p}} \frac{1}{4} \sum_{n=0}^{4} f^{(i)}(x_a^{(i)}, x_p) \quad (6.2)
\]

where:

\[
J^{(i)} = \min_k \left\{ \min_{x_a^{(k)}}, x_p \right\} \left( -Q(x_a^{(k)}, x_p, p) + .1 \cdot S(x_a^{(k)}, x_p, p) \right) \quad (6.3)
\]

\[
x_p = \{ d_c, l_c \} \quad (6.4)
\]

\[
x_a^{(k)} = \begin{cases} \{ l_o^{(k)}, n_c^{(k)} \} & , k \leq 3 \\ \{ f_o^{(k)}, n_c^{(k)}, l_{pa,x}^{(k)}, l_t^{(k)}, l_{n,t}^{(k)} \} & , k = 4 \end{cases} \quad (6.5)
\]

\[
p = \begin{bmatrix} g & p_w & \varepsilon & \eta & F_1 & F_h & l_s & d_p & l_{p,in} & l_{p,out} & z_{in} & z_{out} & \cdots \\ f_p & f_c & n_{ct} & l_{pa,y} & d_{er} & l_{cr} & \phi & w_{pa} & h_p & \psi_{\text{tube}} & \psi_{\text{plate}} & \psi_{\text{p,ct}} & \cdots \\ \psi_{p,w} & \psi_{\text{seal}} & \psi_{\text{cyl}} & \psi_{\text{plank}} & \psi_{\text{sp}} & \cdots \end{bmatrix} \quad (6.6)
\]
subject to:

\[
Q_{\min}^{(i)} \leq Q^{(i)} \leq Q_{\max}^{(i)} \\
S_{\min}^{(i)} \leq S^{(i)} \leq S_{\max}^{(i)}
\]

\[
\begin{cases}
0.5 , \ k \leq 3 \\
0.75 , \ k = 4
\end{cases} \leq t_s^{(k)} \leq \begin{cases}
6.0 , \ k \leq 3 \\
4.0 , \ k = 4
\end{cases}
\]

\[
\begin{cases}
0.3 , \ i \leq 2 \\
l_0^{(i-1)} , \ i > 2
\end{cases} \leq l_0^{(i)} \leq 1.5
\]

\[
l_0^{(k)} \leq l_{pa,x}^{(k)} \leq 1.5 , \ k = 4
\]

\[
l_0^{(k)} + t_r^{(k)} + l_t^{(k)} < l_{pa}^{(k)}
\]

\[
l_r^{(k)} + l_{pa}^{(k)} < l_o^{(k)} + l_t^{(k)}
\]

with \(d_c, n_c^{(k)}, \text{ and } n_{\text{st}}^{(k)}\) assuming discrete values according to:

\[
d_c = \left\{ 0.0525, \ 0.0627, \ 0.0779, \ 0.1023, \ 0.1541, \ 0.2027 \right\}
\]

\[
n_c^{(k)} = \begin{cases}
1 , \ k \leq 2 \\
2 , \ k > 2
\end{cases}
\]

\[
n_{\text{st}}^{(k)} = \{ 16 \ 17 \ 18 \}
\]

where:

\[
Q^{(k)} = \begin{cases}
0.5 \cdot \hat{Q}^{(k)}, \ n_c^{(k)} = 1 \\
\hat{Q}^{(k)}, \ \text{otherwise}
\end{cases}
\]

\[
S^{(k)} = \left( \sum_{j=0}^{n_{\text{comp}}^{(k)}} C_j(x_{a}^{(k)}, x_{p}, p) \right) \cdot \left( \frac{1 + M_m + M_d + M_s}{\phi} \right)
\]
with fluid model supporting equations for $k = 4$:

\[
\begin{align*}
I_{pa}^{(k)} &= \sqrt{\left(I_{pa,x}^{(k)}\right)^2 + \left(I_{pa,y}^{(k)}\right)^2} \\
p_a &= \frac{n_{ct}}{d_{ct}} \\
d_s^{(k)} &= \frac{n_{st}^{(k)}}{p_a} \\
M_s^{(k)} &= F_h \cdot \left(\frac{l_c \cdot d_s^{(k)}}{d_{ct}}\right) \\
\hat{F}_{in}^{(k)} &= \left(\frac{M_s^{(k)}}{I_s^{(k)}}\right) \cdot \text{Ave}\left(\frac{\sin(\theta_3,v_6 - \theta_4,v)}{\sin(\theta_3,v_6 - \theta_2,v)}\right), \forall v \in \{0...180^\circ\} \\
\hat{i}_s^{(k)} &= I_0^{(k)} \cdot |\sin(\theta_{4,\text{max}}) - \sin(\theta_{4,\text{min}})|
\end{align*}
\]

with general fluid model supporting equations:

\[
\begin{align*}
h_c^{(k)} &= \left(\frac{l_c}{l_0^{(k)}}\right) \cdot \left\{ \begin{array}{ll}
l_s, & k \leq 3 \\
\hat{i}_s^{(k)}, & k = 4 \end{array} \right. \\
A_p &= \pi \cdot \left(\frac{d_p}{4}\right)^2 \\
A_c &= \pi \cdot \left(\frac{d_c}{4}\right)^2 \\
m_w^{(k)} &= \left\{ \begin{array}{ll}
\rho \cdot \left(\frac{A_c \cdot h_c^{(k)} + A_p \cdot l_{p,in}}{d_p}\right), & n_c^{(k)} = 1 \\
\rho \cdot \left(\frac{A_c \cdot h_c^{(k)} + A_p \cdot (l_{p,in} + l_{p,out})}{d_p}\right), & \text{otherwise} \end{array} \right. \\
h_{L,\text{major}}^{(k)} &= \left\{ \begin{array}{ll}
\frac{f_c \cdot h_c^{(k)} \cdot d_p^3}{(d_c)^3} + \frac{f_p \cdot l_{p,in}}{d_p}, & n_c^{(k)} = 1 \\
\frac{f_c \cdot h_c^{(k)} \cdot d_p^3}{(d_c)^3} + \frac{f_p \cdot (l_{p,in} + l_{p,out})}{d_p}, & \text{otherwise} \end{array} \right. \\
h_{L,\text{minor}}^{(k)} &= \left\{ \begin{array}{ll}
K_{L,1} + K_{L,2}^{(k)} + K_{L,3}, & n_c^{(k)} = 1 \\
K_{L,1} + K_{L,2} + K_{L,3}, & \text{otherwise} \end{array} \right. \\
K_{L,1} &= 0.5 \\
K_{L,2} &= 0.45 - 0.625 \cdot \left(\frac{d_p}{d_c}\right) \\
K_{L,3} &= \left(1 - \frac{d_p}{d_c}\right)^2 \\
\lambda^{(k)} &= 1 + h_{L,\text{major}}^{(k)} + h_{L,\text{minor}}^{(k)}
\end{align*}
\]
\[
F_{\text{in}}^{(k)} = \eta \cdot \left( \frac{l_0^{(k)}}{l_c} \right) \left( \begin{array}{c}
F_h, \ k = 1 \\
F_1, \ k = 2, 3 \\
F_{\text{in}}^{(k)}, \ k = 4
\end{array} \right)
\]  
(6.35)

\[
V_p^{(k)} = \begin{cases}
\sqrt{2 \cdot \left( \frac{F_{\text{in}}^{(k)} h_c^{(k)}}{\lambda^{(k)} m_w^{(k)}} + \frac{g}{\lambda^{(k)}} \cdot z_{\text{in}} \right)}, & n_c^{(i)} = 1 \\
\sqrt{2 \cdot \left( \frac{F_{\text{in}}^{(k)} h_c^{(k)}}{\lambda^{(k)} m_w^{(k)}} + \frac{g}{\lambda^{(k)}} \cdot (z_{\text{in}} - z_{\text{out}}) \right)}, & \text{otherwise}
\end{cases}
\]  
(6.36)

\[
V_c^{(k)} = V_p^{(k)} \cdot \left( \frac{d_p}{d_c} \right)^2
\]  
(6.37)

\[
t_s^{(k)} = \frac{h_c^{(k)}}{V_c^{(k)}}
\]  
(6.38)

\[
\dot{Q}^{(k)} = 1000 \cdot V_p^{(k)} \cdot A_p
\]  
(6.39)

with financial model supporting equations for \( k = 4 \):

\[
C_{\text{sup}}^{(k)} = 2 \left( l_{p,y}^{(k)} \cdot \psi_{\text{tube}} + 0.375 \cdot l_{p,y}^{(k)} \psi_{\text{plate}} \right)
\]  
(6.40)

\[
C_{\text{crank}}^{(k)} = \left( 0.3556 + 2 \cdot l_t^{(k)} \right) \cdot \psi_{\text{pipe}, \text{st}}
\]  
(6.41)

\[
C_{\text{link}}^{(k)} = 2 \cdot 0.0127 \cdot l_{1}^{(k)} \cdot \psi_{\text{plate}}
\]  
(6.42)

\[
C_{\text{bike}}^{(k)} = 225 + \psi_{\text{sp}}
\]  
(6.43)

with general financial model supporting equations:

\[
C_{\text{base}}^{(k)} = w_{p} \cdot \left( l_{o}^{(k)} + 1.524 \right) \cdot \psi_{\text{plank}} + \left( w_{p} \cdot l_{o}^{(k)} + h_{\text{pivot}} \cdot 0.1524 \right) \cdot \psi_{\text{plate}} + w_{p} \cdot \psi_{p, \text{st}}
\]  
(6.44)

\[
C_{\text{cyl}}^{(k)} = n_c^{(k)} \cdot \left( h_c^{(k)} + 0.03635 \right) \cdot \psi_{\text{cyl}}
\]  
(6.45)

\[
C_{\text{vb}}^{(k)} = n_c^{(k)} \cdot \psi_{\text{vb}}
\]  
(6.46)

\[
C_{\text{piston}}^{(k)} = n_c^{(k)} \cdot \left( 0.8 \cdot A_c^{(k)} \cdot \psi_{\text{plate}} + \pi \cdot d_c^{(k)} \cdot \psi_{\text{seal}} \right)
\]  
(6.47)

\[
C_{\text{pipe}}^{(k)} = (l_{p, \text{in}} + l_{p, \text{out}}) \cdot \psi_{p, \text{w}}
\]  
(6.48)

\[
C_{\text{treadle}}^{(k)} = 2 \cdot \left( l_{o}^{(k)} + 0.1524 \right) \cdot \psi_{\text{tube}}
\]  
(6.49)

\[
C_{\text{handle}}^{(k)} = l_c^{(k)} + 0.762 + \left( l_o^{(k)} - l_c^{(k)} - 0.762 \right)^2 + (1.2192 - h_{p})^2 \cdot \psi_{\text{tube}}
\]  
(6.50)
Table 6.2: Values of the limits and step sizes for the discrete variables $l_0$, $l_p$, $l_{pa,x}$, $l_r$, and $l_l$ needed to evaluate Problem 6.1.

<table>
<thead>
<tr>
<th>Variable (units)</th>
<th>Lower Limit</th>
<th>Upper Limit</th>
<th>Step Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_0$ (m)</td>
<td>0.30</td>
<td>1.5</td>
<td>0.01</td>
</tr>
<tr>
<td>$l_c$ (m)</td>
<td>0.20</td>
<td>0.4</td>
<td>0.01</td>
</tr>
<tr>
<td>$l_{pa,x}$ (m)</td>
<td>0.30</td>
<td>1.5</td>
<td>0.001</td>
</tr>
<tr>
<td>$l_r$ (m)</td>
<td>0.01</td>
<td>0.20</td>
<td>0.001</td>
</tr>
<tr>
<td>$l_l$ (m)</td>
<td>0.01</td>
<td>1.50</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Table 6.3: Possible values of the parameter $\psi_{cyl}$ for the corresponding value of $d_c$ needed to evaluate Problem 6.1.

<table>
<thead>
<tr>
<th>$\psi_{cyl}$ ($/m$)</th>
<th>$d_c$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>36.22</td>
<td>0.0525</td>
</tr>
<tr>
<td>61.42</td>
<td>0.0627</td>
</tr>
<tr>
<td>86.22</td>
<td>0.0779</td>
</tr>
<tr>
<td>105.12</td>
<td>0.1023</td>
</tr>
<tr>
<td>223.62</td>
<td>0.1541</td>
</tr>
<tr>
<td>314.21</td>
<td>0.2027</td>
</tr>
</tbody>
</table>

where $\theta_1$, $\theta_2$, $\theta_3$, and $\theta_4$ are the angles of $l_{pa}$, $l_r$, $l_l$, and $l_0$ respectively obtained through four-bar position analysis [64]; and $M_s$ is the moment (N-m) applied to the rear axel crank obtained using the principle of virtual work [64]. All other variables in the preceding equations are defined in the Nomenclature section of this Chapter. The selected objectives for this problem are to maximize the predicted flow rate ($Q^{(k)}$) and minimize the predicted sales price ($S^{(k)}$) (see Equations 6.2-6.3).

It should be noted that, as was previously presented in Equations 6.14-6.16 for the possible variable values of $d_c$, $n_c$, and $n_{st}$, the variables contained within $x_p$ and $x_a$ are defined as discrete variables. The ranges and value step sizes of $l_0$, $l_p$, $l_{pa,x}$, $l_r$, and $l_l$ are given in Table 6.2. In Table 6.3 the possible values of the parameter $\psi_{cyl}$ for the corresponding value of $d_c$ are presented. The values of the remaining fixed parameters contained in $p$ are provided in Table 6.4.

Values for the variables $l_{p,in}$, $l_{p,out}$, $z_{in}$, and $z_{out}$ presented in Table 6.4 indicate that the pump is being designed to pull water from a water source that is three meters below the pump and then discharge it into a ditch or furrow one meter below the pump. The equations used to evaluate
Table 6.4: Values of the fixed parameters of $p$ needed to evaluate Problem 6.1.

<table>
<thead>
<tr>
<th>Variable (units)</th>
<th>Value</th>
<th>Variable (units)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$g$ (m/s$^2$)</td>
<td>9.80665</td>
<td>$\rho_w$ (kg/m$^3$)</td>
<td>1000</td>
</tr>
<tr>
<td>$\varepsilon$ (m)</td>
<td>0.0015</td>
<td>$\eta$ (%)</td>
<td>80</td>
</tr>
<tr>
<td>$F_l$ (N)</td>
<td>889.6</td>
<td>$F_h$ (N)</td>
<td>622.72</td>
</tr>
<tr>
<td>$l_s$ (m)</td>
<td>0.3048</td>
<td>$d_p$ (m)</td>
<td>0.0254</td>
</tr>
<tr>
<td>$l_{p,in}$ (m)</td>
<td>3.0</td>
<td>$l_{p,out}$ (m)</td>
<td>1.0</td>
</tr>
<tr>
<td>$z_{in}$ (m)</td>
<td>-2.0</td>
<td>$z_{out}$ (m)</td>
<td>-1.0</td>
</tr>
<tr>
<td>$f_c$</td>
<td>0.05</td>
<td>$f_p$</td>
<td>0.075</td>
</tr>
<tr>
<td>$n_{ct}$</td>
<td>44</td>
<td>$l_{pa,y}$ (m)</td>
<td>-0.019</td>
</tr>
<tr>
<td>$d_{cr}$ (m)</td>
<td>0.11</td>
<td>$l_{cr}$ (m)</td>
<td>0.17</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>4.5</td>
<td>$w_{pa}$ (m)</td>
<td>0.4064</td>
</tr>
<tr>
<td>$h_p$ (m)</td>
<td>0.4</td>
<td>$\psi_{tube}$ ($/m$)</td>
<td>25.591</td>
</tr>
<tr>
<td>$\psi_{plate}$ ($/m^2$)</td>
<td>201.5</td>
<td>$\psi_{p,st}$ ($/m$)</td>
<td>6.299</td>
</tr>
<tr>
<td>$\psi_{pw}$ ($/m$)</td>
<td>4.362</td>
<td>$\psi_{seal}$ ($/m$)</td>
<td>2.625</td>
</tr>
<tr>
<td>$\psi_{plank}$ ($/m^2$)</td>
<td>10.629</td>
<td>$\psi_{sp}$ ($/gear$)</td>
<td>22.95</td>
</tr>
</tbody>
</table>

the pumps’s performance with respect to the objective $Q$ (see Equation 6.17) are derived from the Energy Equation of the First Law of Thermodynamics presented in Munson et al (see Equations 6.29–6.39 above) [65].

Results of the variable and objective values of the optimal design selected within each region of interest resulting from the evaluation of Problem 6.1 are presented in Table 6.5. It should be noted that these pump designs do not represent platform and module designs. Instead, they represent the non-modular product designs chosen by the method to be the best suited for conversion into platform and module designs while simultaneously providing the best average objective performance. Results provided in Table 6.5 were obtained through the use of a genetic algorithm.

Prior to developing the module designs, information on the type, number, and desired progression of modules that are to be used to obtain the objective space performance of the Pareto designs presented in Table 6.5 is needed. In order to limit the potential of operator assembly errors, a slot modular approach is selected. Examination of the nature of the $x_a$ variables reveals that the differences in the variable values for each design in the set $D_a$ is geometric, and therefore the design with the most commonality is the design with the smallest value of $n^*_a$ and $k$ (see row $i = 1$
Table 6.5: Variable and objective values of the optimal design and design model (column 2) selected within the $i$-th region of interest (column 1) obtained through the evaluation of Problem 6.1. In addition, the design model corresponding to the design selected within each region is provided in column 2.

<table>
<thead>
<tr>
<th>$i$</th>
<th>$k$</th>
<th>$d_c^*$ (m)</th>
<th>$l_o^*$ (m)</th>
<th>$l_c^*$ (m)</th>
<th>$n_l^*$ (m)</th>
<th>$l_{pa,x}$ (m)</th>
<th>$l_l^*$ (m)</th>
<th>$n_{sl}^*$</th>
<th>$Q^*$ (L/s)</th>
<th>$S^*$ ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0.1541</td>
<td>0.45</td>
<td>0.21</td>
<td>1</td>
<td>0.4415</td>
<td>38.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.1541</td>
<td>0.96</td>
<td>0.21</td>
<td>1</td>
<td>0.8270</td>
<td>60.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.1541</td>
<td>1.44</td>
<td>0.21</td>
<td>2</td>
<td>1.5384</td>
<td>85.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0.1541</td>
<td>1.44</td>
<td>0.21</td>
<td>2</td>
<td>1.461</td>
<td>0.175</td>
<td>0.296</td>
<td>18</td>
<td>1.9766</td>
</tr>
</tbody>
</table>

of Table 6.5). Using this information, the desired number of modules to be developed is chosen to be three ($n_m = 3$), and the $\delta$ matrix is constructed as follows:

$$\delta = \begin{bmatrix} 1 & 2 \\ 2 & 3 \\ 3 & 4 \end{bmatrix} \quad (6.51)$$

The formulation of a constrained module design routine of the form presented in the Section 5.7 is now provided.

**Problem 6.2: Irrigation Pump Example – Constrained Module Design**

$$D_m := \{ (x_p^*, x_{p,2}, \ldots, x_{p,n_p}, x_{m,1}, x_{m,2}, \ldots, x_{m,n_m}^{(i)*}) \mid \forall i \in \{1, 2\} \} \quad (6.52)$$

$x_m^*$ is defined by:

$$\min_{x_m} J^{(i)} = \left( p^{(\beta)} - \bar{p}^{(i)} \right)^2 \quad (6.53)$$

defined by:

$$\bar{p}^{(i)} = p^{(\alpha)} + \Delta p^{(i)} \quad (6.54)$$

$$p^{(\alpha)} = \begin{pmatrix} Q_{x_p^{(\alpha)}}, x_p^{(\alpha)}, S_{x_p^{(\alpha)}}, p^{(\alpha)} \end{pmatrix} \quad (6.55)$$
where:

\[
P^{(\beta)} = \left( Q_{x_1^{(\beta)\ast}, x_2^{(\beta)\ast}, ..., x_{n_x}^{(\beta)\ast}}, S_{x_1^{(\beta)\ast}, x_2^{(\beta)\ast}, ..., x_{n_x}^{(\beta)\ast}, p^{(\beta)}} \right) \quad (6.56)
\]

\[
\Delta P^{(i)} = \left( \Delta Q^{(i)}, \Delta S^{(i)} \right) \quad (6.57)
\]

where:

\[
x_{m}^{(i)} = \left\{ \begin{array}{l}
\{ \hat{l}_{t}^{(i)}, \hat{n}_{c}^{(i)} \} \quad , i \leq 3 \\
\{ \hat{l}_{t}^{(i)}, \hat{n}_{c}^{(i)} \} \quad , i = 4 
\end{array} \right.
\]

\[
x_{p}^{*} = \{ d_{c}^{*}, l_{c}^{*} \}
\]

\[
\alpha = \tilde{\delta}_{2}
\]

\[
\beta = \tilde{\delta}_{1}
\]

\[
\Delta Q^{(i)} = \left\{ \begin{array}{l}
Q \left( d_{c}^{*}, (l_{0}^{(\alpha)\ast} + l_{t}^{(i)}), l_{c}^{*}, (n_{c}^{(\alpha)\ast} + \hat{n}_{c}^{(i)}), p \right) - Q \left( x_1^{(\alpha)\ast}, x_2^{(\beta)\ast}, p \right) \quad , i \leq 3 \\
Q \left( d_{c}^{*}, (l_{0}^{(\alpha)\ast} + l_{t}^{(i)}), l_{c}^{*}, (n_{c}^{(\alpha)\ast} + \hat{n}_{c}^{(i)}), l_{pa,x}^{(i)}, l_{l}^{(i)}, l_{t}^{(i)}, n_{st}^{(i)} \right) - Q \left( x_1^{(\alpha)\ast}, x_2^{(\beta)\ast}, p \right) \quad , i = 4
\end{array} \right.
\]

\[
\Delta S^{(i)} = \left\{ \begin{array}{l}
S \left( d_{c}^{*}, (l_{0}^{(\alpha)\ast} + l_{t}^{(i)}), l_{c}^{*}, (n_{c}^{(\alpha)\ast} + \hat{n}_{c}^{(i)}), p \right) - S \left( x_1^{(\alpha)\ast}, x_2^{(\beta)\ast}, p \right) \quad , i \leq 3 \\
S \left( d_{c}^{*}, (l_{0}^{(\alpha)\ast} + l_{t}^{(i)}), l_{c}^{*}, (n_{c}^{(\alpha)\ast} + \hat{n}_{c}^{(i)}), l_{pa,x}^{(i)}, l_{l}^{(i)}, l_{t}^{(i)}, n_{st}^{(i)} \right) - S \left( x_1^{(\alpha)\ast}, x_2^{(\beta)\ast}, p \right) \quad , i = 4
\end{array} \right.
\]

\[
\hat{n}_{c}^{(i)} = n_{c}^{(\beta)\ast} - n_{c}^{(\alpha)\ast}
\]

where the values and variables of \( x_p \) are the same as those obtained through the evaluation of Problem 6.1; and \( l_t, 0.01 \leq l_t \leq 1.5 \). All other variables in the preceding equations are defined in the Nomenclature section of this Chapter.

The variable values of the Platform Design and the module designs obtained through evaluation of the constrained module design optimization formulation presented in Problem 6.2 are provided in Tables 6.6 and 6.7 respectively. In addition, it should be noted that the values and variables of \( x_p \) are the same as those presented in Table 6.5.

In order to visually validate that the method has provided the optimal set of platform and module designs, Figure 6.2 is provided. Contained in this figure is a collection of plots that summarize the progression of the method as implemented in this chapter. Figure 6.2(a) provides an approximation of the feasible design space of each of the four candidate pump design models within the regions of interest, assuming that all variables are allowed to vary (i.e., no platform variables are selected) along with the graphical representations of the benchmark products provided in
Table 6.6: Variable and objective values of the platform design obtained through evaluation of Problem 6.1.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d_{c} \text{ (m)} )</td>
<td>( l_{o} \text{ (m)} )</td>
</tr>
<tr>
<td>0.1541</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 6.7: Variable and objective values of the module designs \((i)\) obtained through evaluation of Problem 6.2.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i )</td>
<td>( d_{c} \text{ (m)} )</td>
</tr>
<tr>
<td>1</td>
<td>0.1541</td>
</tr>
<tr>
<td>2</td>
<td>0.1541</td>
</tr>
<tr>
<td>3</td>
<td>0.1541</td>
</tr>
</tbody>
</table>

Figure 6.2: Series of plots that visually validate the method results obtained through Problems 6.1 and 6.2 using a Genetic Algorithm.
Figure 6.1. From this plot is is seen that the feasible space for pump configuration 2 within the region of interest located second from the left axis does not provide a performance that is equivalent to the benchmark design. This difference is due to differences in the design and overall function of the design model represented by the feasible space. Figure 6.2(b) shows the feasible design spaces from Figure 6.2(a) (dashed lines) and the shifted/reduced feasible regions (solid lines) that result from selecting \( d_c \) and \( l_c \) as the platform design variables. Figure 6.2(c) shows the reduced feasible regions from Figure 6.2(b) and the Pareto designs selected through evaluation of Problem 6.1 by a Genetic Algorithm (indicated by the symbol “◦”). From this plot it is observed that, based on the objectives to minimize \( S \) and maximize \( Q \), the designs are located on the optimal boundary of the reduced regions of the feasible design space. Finally, Figure 6.2(d) provides the same plot as shown in Figure 6.2(c), except that the platform and module designs (indicated by the symbol “×”) obtained through the evaluation of Problem 6.2 are also shown. From this series of plots it is seen that the method is capable of selecting a set of designs that provides the best average objective performance as well as providing the platform and module designs that allow the product to provide the desired modularity that was previously unattainable.

Having verified that the method has provided the optimal set of platform and module designs, 3D solid CAD models of the irrigation pump are developed. Renderings of these models are provided in Figure 6.3. Inspection of Figure 6.3 shows that the intended progression of the pump, as identified through Problem 6.1 and 6.2 above, is to begin by providing a platform pump design that is hand operated and only provides one cylinder (see Figure 6.3(a)). The first module requires reconfiguration of the pump by attaching two new levers (treadles) that the user can step on, and reconfiguring the handle to provide balance while operating the pump (see Figure 6.3(b)). The second module requires additional reconfiguration of the pump through the attaching of one additional cylinder, extensions for the treadles, and the necessary hardware to ensure proper pump function (see Figure 6.3(c)). The third module requires the addition of a support structure for the rear axel of the bike, and the needed links that connect the sprocket attached to the rear axel support structure to the treadles (see Figure 6.3(d)). From these illustrations it is seen that the goal of providing an income generating product that allows for a four-stage investment to incrementally increase the performance of the product is realized. In addition, each configuration of the product
Figure 6.3: Renderings of 3D solid CAD models depicting the progression of the modular irrigation pump design developed in this chapter.

achieved through the addition of a module accounts for changes in what is considered affordable due to increases in income potential.
CHAPTER 7. CONCLUSIONS

This thesis has addressed an important limitation of current methods of module-based product design in accounting for significant, natural changes in consumer needs over time. In response to this limitation, a multiobjective optimization design method has been developed and demonstrated. The presented approach involves the strategic use of a series of optimization formulations that ultimately result in modular products that can adapt to changing consumer needs by moving from one design on the s-Pareto frontier to another through the addition of a module. While more traditional approaches focus on changes in consumer needs across market segments, the exclusion of the effects of future needs of the various market segments, represented by the movement of consumers from one market segment to another or the emergence of new market segments, is an important limitation of current design methods. Thus, by overcoming these limitations the present approach enables the design of a new kind of product that is based on natural changes in consumer needs over time.

Development of the method presented in this thesis was separated into two phases. The first phase of these developments focused on design cases where there is a single Pareto frontier, and resulted in a five-step design process. An example implementation of this first phase in the method development was provided through the design of a modular UAV. This example illustrates the ability of the method to identify platform and module designs that provide the desired Pareto-optimal performance according to the changing objectives, parameters, and constraints over time identified within the problem description. The second phase in the method developments focused on the changes required to adapt the five-step process for single Pareto frontier cases to multiple Pareto frontier design cases. As a result, a six-step design process which implements the identification of a s-Pareto frontier was provided. To illustrate implementation of this second phase in the method development, the design of a modular manual irrigation pump was provided. Similar to the example of the UAV, the modular pump example demonstrates the ability of the method to design a
product that is capable of traversing the s-Pareto frontier over time through the addition of modules based on changes in the target consumers view of affordability and desired pump performance.

Through the examples of the UAV and manual irrigation pumps presented in this thesis, it is seen that the method developed herein is broadly applicable to diverse applications. In the case of the UAV, the method successfully provides designs based on known changes in mission profiles. In the case of developing an inexpensive income-generating modular irrigation pump, the method can be used to provide designs based on changes in the target consumers view of affordability and desired pump performance.

Recognizing that one of the fundamental assumptions of the method developed herein is that the changes in consumer needs over time are known, future developments related to this thesis include the identification of methods for determining and quantifying the future needs of a product, and the incorporation of uncertainty analysis in the selection of platform and module designs.

In current approaches of product development there are many methods available for determining the present consumer needs of a product. The benefit of these methods comes in the ability of the designer to characterize these needs and translate them into performance specifications and attributes that are used to guide the design of the product. However, as has been demonstrated in this thesis, through the development of methods for determining and quantifying the future needs of a product, it is possible to translate these needs into performance specifications and attributes that are used to guide the design of products that adapt to satisfy changing needs over time. In the development of these methods of determining future consumer needs, it is anticipated that many of the methods currently used for determining the current consumer needs (e.g. focus groups, surveys, observation) could be adapted to provide the desired outcomes. In addition, more mathematical studies of the movement of consumers between market segments and the emergence of additional market segments could be used to develop gradient based methods that would use previous information detailing the past changes in consumer needs to forecast the future consumer needs.

Recognizing that by using predicted changes in consumer needs to develop products that adapt to these changes through the addition of modules involves a degree of uncertainty in the information provided, the incorporation of uncertainty analysis in the selection of platform and
module designs will serve to mitigate the resulting negative impacts due to errors in the provided information. In addition, uncertainties caused by variations in consumer perception, available market data, material properties, manufacturing precision, and other sources can – and should – significantly affect the selection of platform and module designs. In the literature are found two broad categories of approaches to determining the level of uncertainty in decision making: (i) reliability-based design methods [66–69] which focus on assessing the probability of design failure, and seeks to reduce such probabilities by shifting the mean performance away from constraint limits [69] and (ii) robust design based methods [23, 70–75] which focus on optimizing the mean performance, and minimizing performance variation, while maintaining feasibility with probabilistic constraints [73, 76, 77]. In the context of future work related to this thesis, these methods of uncertainty analysis would be applied and expanded where necessary to provide the needed capabilities to analyze uncertainty in the prediction and implementation of future needs in the development of platform and module designs.

Additionally, future work related to this thesis includes the exploration and characterization of the effects of alternative formulations of the aggregate objective functions of Equations 3.2, 3.3, 5.2, and 5.3. Currently, the aggregate objective space performance of each design in the adaptive set is given equal importance (See Equations 3.2 and 5.2), and results in the set of designs with the best average for the aggregate objective functions of Equations 3.3 and 5.3 being selected. The resulting set of designs naturally sacrifices performance in one (or multiple) region(s) of interest to obtain the best average performance, but there is no active control of which regions of interest may be of greater importance. Therefore, the anticipated benefit of this exploration would be manifest through increased control in the selection of the optimal adaptive design set identified through the design method.
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