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ABSTRACT

Automated Calibration of the GSSHA Watershed Model:
A Look at Accuracy and Viability for
Routine Hydrologic Modeling

Kayson M. Shurtz
Department of Civil and Environmental Engineering
Master of Science

The goal of hydrologic models is to accurately predict a future event of a given magnitude. Historic data are often used to calibrate models to increase their ability to forecast accurately. The GSSHA model is a distributed model that uses physical parameters and physics based computations to compute water flow from cell to cell based on a 2 dimensional grid. The goal of calibration is to obtain good estimates for the actual parameters of the watershed. These parameters should then transfer to other storm events of different magnitudes more easily than an empirical model.

In conducting this research three watersheds were selected in different parts of the United States and the required data were collected to develop and run single event hydrologic models. The WMS software was used to preprocess digital spatial data for
model creation before calibrating them with the GSSHA model. A calibrated HEC-HMS model was also developed for each watershed for comparative purposes. Establishing GSSHA’s usability in routine hydrologic modeling is the primary objective of this research. This has been accomplished by developing guidelines for GSSHA calibrations, assisted by WMS, testing model accuracy in the calibration and verification phases, and comparing results with HEC-HMS, a model widely accepted for routine hydrologic modeling.

As a result of this research, the WMS interface has become well equipped to set up and run GSSHA model calibrations. The focus has been on single event, or routine hydrologic model simulations, but continuous simulation calibrations, an important strength of GSSHA, can also be developed.

Each of the model simulations in the study calibrated well in terms of matching peak and volume. However, the verification for two out of the three watersheds used in the study was less than ideal. The results of this research indicate that the physical factors, which GSSHA should represent well, are particularly sensitive for single event storms. The use of calibration of single events is therefore difficult in some cases and may not be recommended. Further research could be done to establish guidelines for situations (e.g. watershed conditions, storm type, etc.) where single event calibration is plausible.
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1 Introduction

Engineers will often use computer models to try and mimic physical processes that are vital to design work. Unfortunately perfect models do not exist. However, good hydrologic models have proven to be useful tools when they are constructed carefully. The challenge lies in that careful construction. There have been many programs that have been created to assist in hydrologic modeling.

The two programs I will be using for my analysis are Hydrologic Engineering Center-Hydrologic Modeling System (HEC-HMS) (USACE 2000) and Gridded Surface Subsurface Hydrologic Analysis (GSSHA) (Downer et al. 2002). These two programs were both developed by the US Army Corps of Engineers. HEC-HMS is a lumped parameter model while GSSHA is a fully distributed model. I will be using the Watershed Modeling System (WMS) (Nelson 2006) as the interface for setting up the models from digital spatial data.

The increase in computer technology has increased computational power and efficiency. This increased ability has created more possibilities to use distributed and physically based two dimensional models that require more data and computational resources (like GSSHA). The relative difficulty of producing a model that accurately depicts the physical conditions of the watershed remains a concern. In order to have
confidence in their use, these models often need calibration, which is the goal of this research.

The motivation of this research is an interest in determining if distributed models have a place in routine hydrologic modeling. This research is a part of a larger study that is interested in the use of distributed models for routine hydrologic modeling. Distributed models are generally not used in practice. The usability of such models has limited their use in the past. Increases in computer processing abilities has increased data availability and decreased computational times. These two problems have been restriction to using distributed models in the past. Have the advances in technology been significant enough to make distributed models a viable option for routine hydrologic modeling?

The main emphasis of this research will be on the GSSHA model. I will examine how to calibrate a GSSHA model as well as describe trends in my datasets and recommendations for efficiently calibrating the GSSHA model. I will also describe the process of setting up and running a GSSHA model calibration within the WMS interface. A detailed description of the process used to set up and run a calibration of a GSSHA model is included in the appendix.

I will focus on what I will call “routine hydrologic modeling”. This statement simply refers to single event storms that are often used in engineering design. The GSSHA model has a vast number of options that can be included in the model. For the purposes of this research the model will be kept simple in an effort to keep things closer to what would be done in more routine situations. I would also like to examine whether or not GSSHA can or should be used in “routine hydrologic modeling”. The HMS model
is included for comparative reasons because of its widespread use and familiarity within the hydrological modeling community.

Every model requires input that describes actual conditions of the watershed. In my study I will be using Green and Ampt parameters (Green and Ampt 1911) in both GSSHA and HMS. The Green and Ampt equation describes how water infiltrates different soil types based on different parameters such as hydraulic conductivity. This input can be difficult to estimate because of the wide variation in field conditions and the need to simplify real world conditions into simpler, effective parameter values. There have been many tables and guidelines established over time that can help with initial estimates. Often observed data are used to increase the accuracy of our estimates, and it can give us more confidence when we try to predict results for a particular watershed.

Digital data for hydrologic computer models are becoming easier to access. In the US, there are many websites which offer the type of data that is needed for hydrologic models free of charge. Most hydrologic models derive input parameters from digital elevation models (DEMs), and also land use and soil type data that is available in GIS format (i.e. shapefiles).

1.1 Model Calibration

Model Calibration is the process of matching simulated outputs with observed outlet hydrographs by adjusting model parameters. Frequently, watershed models have large numbers of parameters which are not directly measurable. It then becomes necessary to estimate these parameters through model calibration.
The accuracy of a model and what it predicts depends largely on the parameters selected to represent the area of interest. A cost function is a number used to describe how well the calibration of a model matches the observed data. The goal of a model calibration becomes a minimization or maximization (where appropriate) of a specified cost function (Duan et al. 1994).

1.2 Lumped Modeling

We refer to a model as “lumped” when the computer model ignores spatial variation, and instead assigns an average value that represents the area as a whole. Lumped models are typically empirical in nature and the model parameters take on effective values that describe the watershed as a whole. For example, if I want to model a watershed using Green and Ampt parameters I would need to come up with some sort of average value for hydraulic conductivity for the whole watershed even though I might have gravel and clay within the bounds of my watershed. While hydraulic conductivity itself has physical meaning, averaging hydraulic conductivity values takes away the temporal distribution that exists in the model.

Lumped parameter modeling is by far the most commonly used type of model. The advantages of lumped parameter modeling are what make them so popular. Since the parameters become lumped together, the number of variables generally is few in number as compared to a distributed model. In order to describe a watershed in every detail there could be an infinite number of parameters to define. This is not a practical approach. Changing the model to have very few parameters makes building and running the model
much easier. Computational effort and time is minimal because the number of parameters is so few.

Even though this type of modeling is popular there are a few fundamental problems. One of the problems with lumped parameter models is they are often over parameterized with interdependent parameters (Uhlenbrook et al. 1999). Since the model parameters in lumped models have effective parameter values, calibration is necessary, and yet the calibrated parameters are often unique to a given storm and not applicable in general. It has been shown that many times it is not possible to find a unique ‘best’ parameter set. Many sets of different parameters yield equally good results (Uhlenbrook et al. 1999).

Since the lumped parameter models do not yield a unique ‘best’ set of parameters, there is inherent uncertainty when using the calibrated model parameters on a different storm (an important purpose of calibration). This parameter uncertainty makes lumped parameter models less reliable outside the calibration period/data (Uhlenbrook et al. 1999). It is generally best to use a calibrated lumped parameter model to predict an event that is similar in magnitude and conditions to the calibration storm.

1.3 Distributed Modeling

Distributed models are typically based on physical processes that try to incorporate the spatial variability of watersheds. Including the spatial variability makes distributed models unique. These types of models are set up by creating a 2-D grid where infiltration and roughness parameters are assigned to each grid cell based on the underlying soil type and land use. Therefore, a distributed model is partially lumped in a way because each
grid cell has a representative area however large or small. The difference ultimately lies in the size of the discretization. The assumption that change in the area of the grid cell is minimal is made in all distributed models. A time step is chosen and calculations made for each grid cell and the movement of water is tracked from cell to cell based on infiltration, roughness, and elevation change.

The accuracy of a distributed model largely depends on key parameters that are assigned to each grid cell by the modeler. The difficulty with this type of model is the large numbers of parameters required for the model. Determining appropriate parameters and measuring their accuracy is a challenge. The number of parameters used in a model that incorporates spatial variability can easily be 5-10 times more than a lumped parameter model that averages a value for the whole watershed.

There are certain parameters that the model is more sensitive to than others. The process of testing which parameters in the model are most sensitive is called a sensitivity analysis. The sensitive parameters are ultimately the most important parameter sets within the model. These are the parameters that should be focused on during the calibration process.

The idea of a calibrated distributed model is that parameters should represent all field conditions. These parameters should be able to validate well on other storms even if they are not similar to the one that was used during calibration. The actual physical nature of the site is obtained through the calibration so any type of storm should be well described in a simulation.

The distributed model has some challenges that come with it. While modern tools and data have improved significantly, the computation time and effort to set up the model
is more intensive than a lumped parameter model. The computation time required for
calibration is significantly greater than the lumped parameter models. Another difficulty
is estimating the initial moisture of the soil for a given storm event.
2 Literature Review

One of the goals of my research is to establish guidelines to calibrate hydrologic models, particularly GSSHA. In this section I would like to describe some of this research along with how each of the programs work that I am going to be using. Through my research I have found that calibration is done either manually, by an automated process, or a combination of the two.

2.1 Manual Calibration

Manual calibration is the process of changing model parameters by hand to try and match the computed and observed hydrographs. For each successive simulation parameters that are deemed most sensitive are adjusted until the simulated response is within reasonable agreement of observed values. This method is often tedious, labor intensive, and requires a lot of experience, and is only practical when there are a small number of input parameters that need to be changed. Furthermore, the knowledge acquired by one person working on the project is not easily transferred to another. In general, the “closeness” of a manual calibration of a model is measured using different mathematical techniques as well as visually comparing the computed against the observed flow (Boyle et al. 2000).
The manual calibration of a model is highly dependent on the person that performs the calibration. Due to the nature of manual calibration and its dependence on the modeler it will always be a subjective exercise (Eckhardt and Arnold 2001). Manual calibration is most valuable when used before any automated techniques to test the sensitivity of certain parameters and for the modeler to learn the overall behavior of the system modeled.

2.2 Automated Calibration

Calibration of models can be automated through the use of computer algorithms. Since manual calibration is subjective, the results are difficult to assess explicitly. However, the results of automated calibration can be stated explicitly and automated calibration is often faster than manual calibration (Madsen 2000). The results of an automated calibration are largely dependant on the algorithm used.

Considerable research has been done to decide which automated calibration algorithm is the fastest and most robust. Shuffled Complex Evolution (SCE) is regarded and accepted by many as a robust and efficient optimization algorithm (Boyle et al. 2000). Biftu and Gan described how the SCE method has been shown to overcome five common problem areas found in automated calibration. (1) regions of attraction, where there is more than one region of convergence; (2) minor local optima, where small “pits” exist in each region; (3) roughness, when there is a rough surface with discontinuous derivatives; (4) sensitivity, the surface has varying sensitivity in the region of optimum with nonlinear parameter relationships; and (5) shape, the surface has long and curved ridges and is nonconvex (Biftu and Gan 1996).
In my research I will be using the SCE optimization algorithm with GSSHA, but the HMS software uses different techniques of optimization. The two optimization algorithms used in HMS include uni-variate gradient and Nelder Mead. These two algorithms are more commonly used to solve single-optimum problems and most of the time they require some preliminary manual calibration (Duan et al. 1994). I did not choose these algorithms myself. They are being used because they are the algorithms the program developers decided to implement in their particular programs.

### 2.3 Shuffled Complex Evolution

The Shuffled Complex Evolution algorithm is used for calibration with GSSHA. There are four key concepts which the algorithm is based on: (1) the combining of deterministic and probabilistic approaches; (2) the evolution of a group or ‘complex’ of points which move towards a global optimum; (3) competitive evolution; (4) complex shuffling (Duan et al. 1994). The general idea of how the SCE algorithm work is given in the following seven steps:

- **Generate sample-** A sample of s points is created in the parameter space that is defined using probability distributions to help in generating the sample. The criteria value for each point is computed and compared against all the other points in the same sample.

- **Rank points-** All of the points are then placed in order of increasing cost function so that the lowest cost function is first and the highest cost function is last (assuming that the goal is to minimize the cost function).
• Partition into complexes- The group of \( s \) points is divided into \( p \) complexes, each of these complexes should contain \( m \) points. The complexes are then divided so the first complex contains every \( p(k-1) + 1 \) ranked point, the second complex contains every \( p(k-1) + 2 \) ranked point and so on, where \( k = 1, 2, \ldots, m \).

• Evolve each complex- The complexes are then evolved according to the competitive complex evolution (CCE) algorithm.

• Shuffle complexes- All of the evolved complexes are then combined into one sample population; the new sample population is then sorted in order of increasing cost function; shuffle this new population into \( p \) complexes the same way that is described in Step 3.

• Check Convergence- A check is performed to see if the pre-specified convergence criterion is met. If it has been met the process will end; otherwise, the process will continue until convergence is reached or maximum iterations have been surpassed.

• Check the reduction in the number of complexes- The minimum number of complexes required in the population is \( p_{\text{min}} \). If \( p_{\text{min}} \) is less than \( p \) then the lowest ranked points need to be removed; set \( p = p-1 \) and \( s = pm \); then the complexes need to be evolved again as described in Step 4.

In terms of hydrologic modeling a sample of points is generated randomly over the given ranges of the parameter values. Each point is seen as a unique population of living beings. Each individual of the population has its own genetic make-up (a unique
set of parameter values). As the genetic information (or parameters) changes, the population progresses toward an optimum. This is accomplished by sorting the initial population into “complexes” (which are compiled based on their respective cost functions). These “complexes” are a compilation of various combinations of parameter values. These “complexes” are allowed to produce new offspring with better cost functions using the downhill simplex procedure of Nelder and Mead (Eckhardt and Arnold 2001). This means that the parameters of each complex are changed to move toward an optimum value using the downhill simplex procedure. When each of the different “complexes” are finished their superior results are then put back into a single population in what is called a “shuffle”. The process is repeated until the established criteria are met or the maximum number of iterations is exceeded. A flowchart for each of the terms and their descriptions is given in Figure 2.1.

The SCE algorithm is not designed to converge quickly. The algorithm is robust and has been shown to avoid key problems other algorithms seem to have. I found in my research that this algorithm searches the entire possible parameter space. This exhaustive search is designed to ensure that a global optimum is reached. For this reason the algorithm takes some time to run through. A single event calibration in this study generally took anywhere from overnight to a couple of days.


2.4 HMS Calibration

Since the HMS model is a lumped model approach it becomes important to understand that lumped models when calibrated only work well for similar storms (USACE 2000). The guidelines are given in the HMS technical manual to identify what type of event you want to predict and find a similar storm like it to calibrate to.

The calibration procedure in HMS requires the selection of an objective function. The objective function is a measure of how well the model is calibrating. HMS offers
several different objective functions which emphasize different things like peak, volume, etc. The objective functions offered by HMS are explained in detail below. The functions are given below in Table 2.1 (USACE 2000).

Objective Functions

- Sum of absolute errors- When this objective function is used every ordinate of the computed hydrograph and the observed hydrograph are compared and weighted equally. The absolute value of the difference of the two is summed together over the whole hydrograph. The absolute value is used to ensure that the positive and negative differences don’t artificially make the objective function small.

- Sum of squared residuals- This method also compares each of the ordinates, but the differences are squared treating larger differences as worse.

- Percent error in Peak- This only compares the peak of the observed against the computed peak. It does not compare multiple ordinates. This method is a good choice if the main focus of the study is peak flow.

- Peak-weighted root mean square error- All of the ordinates are compared and the differences are squared and then weighted according to the magnitude of each ordinate the peak having a weighting factor of one.
### Table 2.1: HMS Objective Functions

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Equation $^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sum of absolute errors</td>
<td>$Z = \sum_{i=1}^{NQ}</td>
</tr>
<tr>
<td>Sum of squared residuals</td>
<td>$Z = \sum_{i=1}^{NQ} \left[ q_{O}(i) - q_{S}(i) \right]^2$</td>
</tr>
<tr>
<td>Percent error in peak</td>
<td>$Z = 100 \frac{q_{S}(peak) - q_{O}(peak)}{q_{O}(peak)}$</td>
</tr>
<tr>
<td>Peak-weighted root mean square error objective function</td>
<td>$Z = \left[ \frac{1}{NQ} \left( \sum_{i=1}^{NQ} (q_{O}(i) - q_{S}(i))^2 \left( \frac{q_{O}(i) + q_{O}(mean)}{2q_{O}(mean)} \right) \right)^{\frac{1}{2}} \right]$</td>
</tr>
</tbody>
</table>

$^1 Z = $ objective function; $NQ = $ number of computed hydrograph ordinates; $q_{O}(i) =$ observed flows; $q_{S}(i) =$ calculated flows, computed with a selected set of model parameters; $q_{O}(peak) =$ observed peak; $q_{O}(mean) =$ mean of observed flows; and $q_{S}(peak) =$ calculated peak

HMS has two different search algorithms available which are used to minimize the objective function.

- The univariate gradient method (UG). The UG method uses first and second derivatives of a selected objective function to minimize that objective function. This method also only allows one parameter to vary while holding all the others constant.

- The Nelder and Mead method (NM). The NM method evaluates all of the parameters at the same time and determines which parameter to adjust using a downhill Simplex. A Simplex is a set of alternate parameter values. These alternate parameters are used in an iterative process where good estimates are kept and bad estimates are rejected. The good
estimates are used to generate better estimates on the next iteration until the objective function is minimized.
3 Scope

The purpose of this research is to find out how well the GSSHA model calibrates and then validates to different storms. The commonly used HMS model will also be calibrated and validated to the same storms for comparative purposes. The models will first be set up in WMS using generally available digital data sources and then the calibration data will be applied to each of the models. The calibration and validation storms will be kept the same for both of the models for the purpose of comparison. I will also outline guidelines for setting up and running a successful calibration in both models. The viability of using the GSSHA model for routine hydrologic modeling will also be a point of emphasis.

3.1 Case Study watersheds and obtaining data

The watersheds and data that were used for this research were obtained from a website maintained by the Agricultural Research Service (ARS) an organization within the United States Department of Agriculture (USDA). The ARS had performed several experiments on multiple watersheds in the past and as a result had large quantities of high resolution data. Three watersheds were selected. The main type of data obtained from this website was rainfall data which included location of each rain gage and rainfall
distribution. Other data found through this website included stream flow data and the location of the outlet for the watershed.

Digital data that was needed for the preparation of the model domain and parameterization of runoff parameters was a DEM, land use, and soil type data. The DEM was obtained from the USGS seamless server (http://seamless.usgs.gov/index.php). The DEM is necessary for the delineation of the watershed for both models and the elevations of individual grid cells for the distributed model. The land use data were obtained from the webGIS website (http://www.webgis.com). These data are used in the GSSHA model to determine the surface roughness of different land use types. SSURGO soil data was taken from the USDA Soil Data Mart (http://soildatamart.nrcs.usda.gov). This data is useful in determining infiltration of specific soil types that are found in the watershed.

This digital spatial data is then assigned to corresponding grid cells which are assigned parameter values that represent the soil type or land use they cover. The parameters needed for a typical GSSHA model with Green and Ampt for infiltration include: Hydraulic Conductivity, Capillary Head, Porosity, Field Capacity, Wilting Point, Initial Moisture, Overland Roughness, and Channel Roughness. The Hydraulic Conductivity, Capillary Head, Porosity, Field Capacity, and Wilting Point are all estimated using standard tables (Rawls et al. 1982).

3.1.1 Case Study 1

The first watershed that was analyzed is Reynolds Creek and it is located near Boise, Idaho. A map of the area and graphic of the watershed is shown in Figure 3.1. The
The graphic of the watershed includes the location of the rain gages and stream network. Thiessen polygons were used to divide the rain gages over the watershed.

I used three precipitation gages for this watershed. In order to give a general idea of the depth and intensity of rainfall that was used for the calibration of this watershed, I have included a graph, shown in Figure 3.2, which shows cumulative precipitation for one gage in the watershed that is representative of the whole.

![Figure 3.1: Location of the Reynolds Creek Watershed.](image)

This watershed was described by the ARS as almost entirely sagebrush rangeland. The shapefile data for this watershed (both land use and soil type data) was downloaded from webGIS and the Soil Data Mart websites. The watershed is about 21 square miles.
and WMS computed the percentage of each land use and soil type that existed in the bounds of the watershed according to the shapefile data. The results of the WMS computations are given in Table 3.2.

![Cumulative precipitation for Reynolds Creek Watershed calibration.](image)

Table 3.1: Land Use and Soil Type distribution for Reynolds Creek Watershed

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Coverage of Basin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mixed Rangeland</td>
<td>44</td>
</tr>
<tr>
<td>Evergreen Forest Land</td>
<td>56</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Coverage of Basin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loam</td>
<td>50</td>
</tr>
<tr>
<td>Silt Loam</td>
<td>24</td>
</tr>
<tr>
<td>Coarse Sandy Loam</td>
<td>22</td>
</tr>
<tr>
<td>Bedrock</td>
<td>2</td>
</tr>
<tr>
<td>Organic</td>
<td>2</td>
</tr>
</tbody>
</table>
3.1.2 Case Study 2

The second watershed included in this study was the Tifton watershed found in Georgia. A map indicating the location of the watershed along with an image of the watershed shape is given in Figure 3.3. The graphic of the watershed includes the location of the rain gages and stream network. Thiessen polygons were used to divide the rain gages over the watershed.

I used four precipitation gages for this watershed. In order to give a general idea of the depth and intensity of rainfall that was used for the calibration of this watershed, I have included a graph, shown in Figure 3.4, which shows cumulative precipitation for one gage in the watershed that is representative of the whole.

This watershed is approximately 44 square miles and the same WMS computations were performed using the land use and soil type data to find out what percentages of each land use and soil type this watershed had. The results of these computations are given in Table 3.2.

3.1.3 Case Study 3

The last watershed that was used for this study is named Goodwin Creek and is found in Mississippi. A map indicating the location of the watershed along with an image of the watershed shape is given in Figure 3.5. The graphic of the watershed includes the location of the rain gages and stream network. Thiessen polygons were used to divide the rain gages over the watershed.
Figure 3.3: Location of the Tifton Watershed.

Figure 3.4: Cumulative precipitation for Tifton Watershed calibration.
Table 3.2: Land Use and Soil Type distribution for Tifton Watershed

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Coverage of Basin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cropland and Pasture</td>
<td>65</td>
</tr>
<tr>
<td>Evergreen Forest</td>
<td>22</td>
</tr>
<tr>
<td>Forested Wetlands</td>
<td>13</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Coverage of Basin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loamy Sand</td>
<td>84</td>
</tr>
<tr>
<td>Sandy Loam</td>
<td>7</td>
</tr>
<tr>
<td>Fine Sandy Loam</td>
<td>7</td>
</tr>
<tr>
<td>Sand</td>
<td>2</td>
</tr>
</tbody>
</table>

I used three precipitation gages for this watershed. In order to give a general idea of the depth and intensity of rainfall that was used for the calibration of this watershed, I have included a graph, shown in Figure 3.6, which shows cumulative precipitation for one gage in the watershed that is representative of the whole.

This watershed has been used by others in testing the functionality of the GSSHA model (Senarath et al. 2000). The watershed is approximately 8 square miles and the same WMS computations were performed using the land use and soil type data to find out what percentages of each land use and soil type this watershed had. The results of these computations are given in Table 3.3.
Figure 3.5: Location of the Goodwin Creek Watershed.

Figure 3.6: Cumulative precipitation for Goodwin Creek Watershed calibration.
Table 3.3: Land Use and Soil Type distribution for Goodwin Creek Watershed

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Coverage of Basin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cropland and Pasture</td>
<td>71</td>
</tr>
<tr>
<td>Mixed Forest Land</td>
<td>29</td>
</tr>
<tr>
<td>Strip Mines and Gravel Pits</td>
<td>&lt;1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Coverage of Basin (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silt Loam</td>
<td>99</td>
</tr>
<tr>
<td>Fine Sandy Loam</td>
<td>1</td>
</tr>
</tbody>
</table>
4 Results

4.1 Reynolds Creek Results

4.1.1 HMS Analysis

The preprocessing for the Reynolds Creek watershed was performed within the WMS interface. Green and Ampt parameters along with the Clark unit hydrograph (Clark 1945) were used for the analysis. The parameters that were required for an HMS simulation of this type were: Initial Losses, Moisture Deficit, Capillary Suction, Conductivity, Percent Impervious, Time of Concentration, and Storage Coefficient. Initial values were estimated using tables and equations from a hydrology textbook (Wanielista et al. 1997). A simulation was then run to see how closely the initial values predicted the observed runoff. Manual calibration was performed when needed to get the computed hydrograph closer to the observed hydrograph before turning to the automated calibration algorithms.

The values assigned to the model for initial loss and moisture deficit are a function of how saturated the soil is when a given event takes place. A model can be calibrated to different levels of soil saturation. Each simulation was initially calibrated to a mid-level saturation level. It was desired to establish a range of hydraulic conductivity
values that could be used for the watershed if the soil saturation had been different. The
time of concentration and storage coefficient were held constant and a calibration for
both fully saturated and fully dry soil was computed to establish the range of possible
conductivities for the watershed. The initial loss was adjusted along with the moisture
deficit because when a soil is saturated there are less initial losses than when the soil is
completely dry. I have included the calibrated parameters below in Table 4.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Loss (in)</td>
<td>0.2</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>Moisture Deficit (in/in)</td>
<td>0</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>Suction (in)</td>
<td>6</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>Conductivity (in/hr)</td>
<td>3.17</td>
<td>0.135</td>
<td>0.0143</td>
</tr>
<tr>
<td>Time of Concentration (hr)</td>
<td>1.85</td>
<td>1.85</td>
<td>1.85</td>
</tr>
<tr>
<td>Storage Coefficient (hr)</td>
<td>2.45</td>
<td>2.45</td>
<td>2.45</td>
</tr>
</tbody>
</table>

Each of the three runs shown above yielded the same hydrograph. The graphical
representation of the results is given in Figure 4.1. The table is an effort to show that
these parameters are interrelated and can be adjusted in different ways to get similar
results. This table shows how the hydraulic conductivity might vary depending on how
saturated the soil was when the event began. It ranges from completely saturated to
completely dry with a value in the middle.

The simulated hydrograph matches the peak well, but spreads out a little wider
than the observed hydrograph giving it a little more volume than it should have. This
result could be attributed to many different things. I think the biggest contributions to
this are the use of the Clark unit hydrograph and only using the temporal distribution of one rain gage. The time of concentration helped to match the time to peak and the storage coefficient was able to match the receding limb fairly well. Most of the excess volume accumulated in the rising limb which can be attributed to the use of a unit hydrograph and the program not being able to model some of the subtleties of the watershed response. The overall summary of the simulated and observed data in terms of peak and volume is given below in Table 4.2.

Figure 4.1: Optimization hydrograph for Reynolds Creek Watershed (HMS).

Table 4.2: Summary of Calibration Results Reynolds Creek Watershed (HMS)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Simulated</th>
<th>Observed</th>
<th>Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (IN)</td>
<td>0.05</td>
<td>0.04</td>
<td>0.01</td>
<td>21.31</td>
</tr>
<tr>
<td>Peak Flow (CFS)</td>
<td>100.9</td>
<td>100.2</td>
<td>0.7</td>
<td>0.7</td>
</tr>
</tbody>
</table>
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4.1.2 HMS Validation

The parameters from the calibration runs were then held constant and a new storm and observed flow where input into the model to see how well the calibrated parameters validated. A straight translation of the calibrated parameters to the validation storm did not produce any runoff. In order to compare the HMS validation with the GSSHA validation the soil moisture parameter in the HMS model was changed proportional to how the moisture of the GSSHA model was changed for the validation storm. These graphs along with the validation storm hydrograph are given below in Figure 4.2.

![Validation storm hydrograph for Reynolds Creek (HMS).](image)

This graph gives insight into how sensitive the parameters that describe soil moisture can be when trying to model a smaller storm with parameters that were
calibrated to a larger storm. The zero flow corresponds to the validation run where the calibrated parameters were used. The validation storm created a peak outlet flow of about 20 cfs. The HMS model was then brought to the same initial moisture as the GSSHA to compare the two. In this case, it meant completely saturating the soil which then made the hydrograph go from no flow to overestimating the peak by a large margin. As noted in the HMS technical manual the practice of using a storm dissimilar to the calibration storm is not recommended (USACE 2000). The reasoning for this is evident from the results of this graph.

4.1.3 GSSHA Analysis

The same data that was used in the HMS analysis was then used to perform a calibration with GSSHA. The WMS interface was used to set up the GSSHA model and calibration parameters. Green and Ampt parameters were used in the GSSHA analysis and no unit hydrograph was necessary because GSSHA is a distributed model. The program requires the use of metric units so they will be used to describe the parameters as well as the results. There are guidelines established on the GSSHAWiki (http://www.gsshawiki.com) that list in order the most important parameters that should be included for calibration. They include: Hydraulic Conductivity, Initial Moisture, Overland Roughness, and Channel roughness. All of these parameters were allowed to vary for each of the different soil types and land uses for individual simulations. The results of the calibration are presented in Table 4.3.

The values displayed in bold are the values that were adjusted during calibration. The other values were taken from a table developed by Rawls and Brakensiek for the respective soil types found in the watershed. This watershed had two soil types that were
not found in this table (organic and bedrock). The values for the organic soil were estimated while the bedrock was treated as an impervious area. These two soil types made up about 4% of the total watershed and should not have a significant effect on the overall result.

Table 4.3: Calibrated values Reynolds Creek Watershed (GSSHA)

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Coarse sandy loam</th>
<th>Loam</th>
<th>Silt loam</th>
<th>Organic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydraulic Conductivity (cm/hr)</td>
<td>0.860</td>
<td>1.599</td>
<td>1.368</td>
<td>9.450</td>
</tr>
<tr>
<td>Capillary Head (cm)</td>
<td>11.01</td>
<td>8.89</td>
<td>16.68</td>
<td>5.50</td>
</tr>
<tr>
<td>Porosity (m³/m³)</td>
<td>0.453</td>
<td>0.463</td>
<td>0.501</td>
<td>0.475</td>
</tr>
<tr>
<td>Field Capacity (m³/m³)</td>
<td>0.207</td>
<td>0.270</td>
<td>0.330</td>
<td>0.100</td>
</tr>
<tr>
<td>Wilting Point (m³/m³)</td>
<td>0.095</td>
<td>0.117</td>
<td>0.133</td>
<td>0.050</td>
</tr>
<tr>
<td>Initial Moisture</td>
<td>0.389</td>
<td>0.217</td>
<td>0.409</td>
<td>0.349</td>
</tr>
</tbody>
</table>

The roughness parameters are important to help get the volumes of the simulated and observed hydrograph to match. The calibrated parameters for the overland roughness as well as channel roughness are given below in Table 4.4.

Table 4.4: Calibrated roughness values Reynolds Creek Watershed (GSSHA)

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Mixed Rangeland</th>
<th>Evergreen Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Roughness</td>
<td>0.393</td>
<td>0.724</td>
</tr>
<tr>
<td>Channel Roughness</td>
<td>0.148</td>
<td></td>
</tr>
</tbody>
</table>
These values are high in comparison to the values that are given in established tables for roughness values. In my calibration efforts I tried to restrict these values to a small range close to the estimates I found in tables only to find that the calibration did not converge. The volume was far too small when the roughness values were restricted. When I allowed them to vary to higher values the convergence was much better. I hypothesize that this is because GSSHA does not have a mechanism to account for storage in a watershed when using the simplistic approach I am taking. Thus I believe the high values can be attributed to accounting for the watershed storage.

The resulting hydrograph using the calibrated parameters along with the observed hydrograph is shown in Figure 4.3.

Figure 4.3: Optimization hydrograph for Reynolds Creek Watershed (GSSHA).
The simulated graph follows the rising and falling limbs quite well. The time to peak is almost right on, but the peak is overestimated. The volume is underestimated. It appears that the simulation does not respond quickly enough to account for the initial volume of the observed hydrograph and the falling limb of the simulated graph goes down a little more sharply than the observed hydrograph. The overall summary of the simulated and observed data in terms of peak and volume is given in Table 4.5.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Simulated</th>
<th>Observed</th>
<th>Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (m³)</td>
<td>22,764</td>
<td>27,228</td>
<td>-4464</td>
<td>-16.4</td>
</tr>
<tr>
<td>Peak Flow (CMS)</td>
<td>2.95</td>
<td>2.78</td>
<td>.17</td>
<td>6.1</td>
</tr>
</tbody>
</table>

4.1.4 GSSHA Validation

In doing a GSSHA validation all the parameters from the calibration effort will be held constant except for the initial moisture of the soil. The validation conditions of how moist the soil is could be different than the calibration event. The initial moisture of the soil can be adjusted in the validation phase since this parameter is unknown and changes from event to event.

For the case of Reynolds Creek the validation was unsuccessful. I tried different soil moisture conditions up until the soil was completely saturated and still did not produce any runoff with the parameters from the calibrated simulation. This type of result indicates that the initial calibration failed to capture the true values for the parameters. It is most likely that the initial moisture in this case is very sensitive and the
validation storm conditions did not match because the calibration parameters “matched” but did not capture the “real” parameters for the watershed. It is also possible that a few sensitive parameters for this watershed were neglected from the calibration and were erroneous from the beginning. The result was the same as the HMS trial in that the simulation predicted no runoff in the validation phase. The observed flow of the validation event is given below in Figure 4.4.

![Figure 4.4: Validation storm hydrograph for Reynolds Creek (GSSHA).](image)

The calibration parameters did not yield any runoff with the validation storm. The soil moisture was changed until the soil was completely saturated. Even after completely saturating the soil, no runoff was computed for this simulation.
4.2 Tifton Results

4.2.1 HMS Analysis

The Tifton watershed was prepared and calibrated using the same methods described in the HMS analysis section for the Reynolds Creek watershed. The results of three calibration efforts of varying soil moisture are shown below in Table 4.6.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Loss (in)</td>
<td>0.2</td>
<td>0.58</td>
<td>0.75</td>
</tr>
<tr>
<td>Moisture Deficit (in/in)</td>
<td>0</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>Suction (in)</td>
<td>2.15</td>
<td>6.13</td>
<td>6.22</td>
</tr>
<tr>
<td>Conductivity (in/hr)</td>
<td>0.639</td>
<td>0.141</td>
<td>0.060</td>
</tr>
<tr>
<td>Time of Concentration (hr)</td>
<td>22.37</td>
<td>22.37</td>
<td>22.37</td>
</tr>
<tr>
<td>Storage Coefficient (hr)</td>
<td>44.19</td>
<td>44.19</td>
<td>44.19</td>
</tr>
</tbody>
</table>

Each of the three calibration runs produced equally good results and they give a range of possible values that describe the watershed response to the given storm under varying soil moisture conditions. The HMS manual suggests against calibrating a watershed where the time of concentration is greater than the length of the storm. This is the case for this watershed, but it is desired to see what the results are for a comparison to how the GSSHA model handles such situations. The results of the calibration are shown below in Figure 4.5.

This watershed is the largest of the three and it is evident that spatial variation is not being taken into account with this calibration. The rising limb matches really well,
but the falling limb does not match as well. The peak is overestimated in this case to help produce more volume to account for water produced by the second peak. The temporal distribution in this case was unable to produce the double peak that occurs in the observed hydrograph. The overall summary of the simulated and observed data in terms of peak and volume is given below in Table 4.7.

![Graph](image)

**Figure 4.5: Optimization hydrograph for the Tifton Watershed (HMS).**

**Table 4.7: Summary of Calibration Results Tifton Watershed (HMS)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Simulated</th>
<th>Observed</th>
<th>Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (IN)</td>
<td>0.29</td>
<td>0.30</td>
<td>&lt;0.01</td>
<td>-1.53</td>
</tr>
<tr>
<td>Peak Flow (CFS)</td>
<td>152.7</td>
<td>135.6</td>
<td>17.1</td>
<td>12.6</td>
</tr>
</tbody>
</table>
4.2.2 HMS Validation

The conditions of the watershed were likely to change between the calibration time period and the validation time periods. In this particular case, there is a four month lapse between the calibration and validation storms. During this amount of time the watershed conditions can change drastically. Therefore, the soil moisture was allowed to change to get the best match to the observed flow and also changed proportional to the GSSHA soil moisture change for that simulations validation run for comparative purposes. The results of the validation runs are given in Figure 4.6.

![Figure 4.6: Validation for the Tifton Watershed (HMS).](image)

The results of the validation run show that the temporal distribution of the rainfall was unable to produce the double peak and the storage coefficient and time of concentration seem to be too high for the validation conditions. The watershed response
to this storm seems to happen much more quickly than the calibration storm. The rising limb of the simulated hydrograph rises much slower than the observed hydrograph. The falling limb of the observed hydrograph also is at a much steeper angle than the simulated hydrograph. It is likely that in the calibration the model calibrated to a time of concentration and storage coefficient that did not transfer well to this validation storm and therefore did not perform very well. The hydrograph that compares with the moisture content of the GSSHA hydrograph produced runoff that underestimated peak and volume by more than the HMS model. This shows that the GSSHA model over predicted while the HMS model under predicted in the case of this watershed.

4.2.3 GSSHA Analysis

The same data that was used in the HMS analysis was then used to perform a calibration with GSSHA. The WMS interface was used to set up the GSSHA model and calibration parameters. The results of the calibration run produced the parameter values given in Table 4.8.

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Sand</th>
<th>Loamy Sand</th>
<th>Sandy Loam</th>
<th>Fine Sandy Loam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydraulic Conductivity (cm/hr)</td>
<td><strong>1.255</strong></td>
<td><strong>0.095</strong></td>
<td><strong>0.678</strong></td>
<td><strong>0.219</strong></td>
</tr>
<tr>
<td>Capillary Head (cm)</td>
<td>4.95</td>
<td>6.13</td>
<td>11.01</td>
<td>11.01</td>
</tr>
<tr>
<td>Porosity (m³/m³)</td>
<td>0.437</td>
<td>0.437</td>
<td>0.453</td>
<td>0.453</td>
</tr>
<tr>
<td>Field Capacity (m³/m³)</td>
<td>0.091</td>
<td>0.125</td>
<td>0.207</td>
<td>0.207</td>
</tr>
<tr>
<td>Wilting Point (m³/m³)</td>
<td>0.033</td>
<td>0.055</td>
<td>0.095</td>
<td>0.130</td>
</tr>
<tr>
<td>Initial Moisture</td>
<td>0.239</td>
<td>0.239</td>
<td>0.209</td>
<td>0.209</td>
</tr>
</tbody>
</table>
This simulation was calibrated in a similar fashion allowing the hydraulic conductivity of all the different soils to vary while assuming values for the rest of the parameters from the Rawls and Brakensiek table. An estimate for the initial moisture was assumed and held constant for this simulation.

The overland roughness was assumed to be constant for the three different land use types. The overland roughness and the channel roughness were both included as calibration variables and the results are shown below in Table 4.9.

Table 4.9: Calibrated Roughness values Tifton Watershed (GSSHA)

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Cropland and Pasture</th>
<th>Evergreen Forest</th>
<th>Forested Wetlands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Roughness</td>
<td>0.794</td>
<td>0.794</td>
<td>0.794</td>
</tr>
<tr>
<td>Channel Roughness</td>
<td>0.418</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Once again the values for roughness are much higher than expected according to literature values. This trend was seen in each of the watersheds that I analyzed.

The resulting hydrograph using the calibrated parameters along with the observed hydrograph is shown in Figure 4.7.

For the calibration of this watershed with GSSHA, both peak and volume match quite well with a low cost function. However, the visual fit is not as good as the metrics provided for peak and volume would lead you to believe. The time to peak is off by approximately 20 hours. Even though the peak and volume match really well it does not make the calibration precise. The precipitation distribution does not produce the second peak. Since this watershed is larger than the other two in this study perhaps more rain...
gages were needed to obtain the necessary rainfall distribution to produce a second peak and match the time to peak better. Another possibility is the influence groundwater could be playing and which is not being taken into account in my model. The overall summary of the simulated and observed data in terms of peak and volume are given in Table 4.10.

![Optimization Hydrograph for the Tifton Watershed (GSSHA)](image)

**Figure 4.7:** Optimization Hydrograph for the Tifton Watershed (GSSHA).

**Table 4.10: Summary of Calibration Results Tifton Watershed (GSSHA)**

<table>
<thead>
<tr>
<th>Measure</th>
<th>Simulated</th>
<th>Observed</th>
<th>Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (m³)</td>
<td>859,313</td>
<td>856,689</td>
<td>2624</td>
<td>0.3</td>
</tr>
<tr>
<td>Peak Flow (CMS)</td>
<td>3.84</td>
<td>3.84</td>
<td>0.004</td>
<td>0.1</td>
</tr>
</tbody>
</table>
4.2.4 GSSHA Validation

The validation storm and observed hydrograph were then applied to the same watershed holding all of the parameters from the calibration run constant. After an initial run the soil moisture was adjusted to match the simulated and observed hydrographs. The results of this effort are shown below in Figure 4.8.

![Figure 4.8: Validation result for the Tifton Watershed (GSSHA).](image)

The peak and volume were both over-predicted. Once again I tried changing the initial moisture to get a better match, and I changed it until the soil was completely dry. The changing of the soil moisture was only able to bring the peak down by about 1.5 cms when it needed to come down about twice that. The two storms for this watershed produced similar looking outlet hydrographs with double peaks. The calibration effort yielded a result that matched the peak and volume well but didn’t match the shape of the
outlet hydrograph. It is not surprising that similar results are obtained in the validation effort.

There are many different factors that could be causing the results I am getting. The original calibration might have calibrated to incorrect soil moisture which created the problem in the verification period. This watershed could also have more complexity than I am trying to model. There could be groundwater flow contributing throwing the results off. It appears that more work needs to be done with this watershed to find out what other factors are influencing how it reacts to different storm events.

4.3 Goodwin Creek Results

4.3.1 HMS Analysis

The Goodwin Creek watershed was prepared and calibrated using the same methods described in the HMS analysis section for the Reynolds Creek watershed. The results of three calibration efforts of varying soil moisture are shown below in Table 4.11.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Loss (in)</td>
<td>.15</td>
<td>0.5</td>
<td>.7</td>
</tr>
<tr>
<td>Moisture Deficit (in/in)</td>
<td>0</td>
<td>.25</td>
<td>.5</td>
</tr>
<tr>
<td>Suction (in)</td>
<td>2.47</td>
<td>14.08</td>
<td>17.72</td>
</tr>
<tr>
<td>Conductivity (in/hr)</td>
<td>.490</td>
<td>0.0458</td>
<td>0.0027</td>
</tr>
<tr>
<td>Time of Concentration (hr)</td>
<td>1.502</td>
<td>1.502</td>
<td>1.502</td>
</tr>
<tr>
<td>Storage Coefficient (hr)</td>
<td>0.974</td>
<td>0.974</td>
<td>0.974</td>
</tr>
</tbody>
</table>
Each of the three calibration runs shown in the table produced equally good results and they give a range of possible values that describe the watershed under varying soil moisture conditions. The results of the calibration are shown in Figure 4.9.

![Figure 4.9: Optimization hydrograph for the Goodwin Creek Watershed (HMS).](image)

The first peak matches well for both the rising and falling limbs as well as the peak. The simulated hydrograph does not produce a second peak like the observed hydrograph has. This is most likely due to the HMS model normalizing the rainfall. The temporal distribution of the closest gauge is taken to represent the whole watershed. The GSSHA model incorporates the spatial variability of the rainfall better and should do a better job at picking up second peaks like the one seen in Figure 4.9. Since the simulated hydrograph does not have a second peak it has a lower volume than the observed hydrograph. In this case it was more important to match the largest hydrograph. The
overall summary of the simulated and observed data in terms of peak and volume is given below in Table 4.12.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Simulated</th>
<th>Observed</th>
<th>Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (IN)</td>
<td>0.21</td>
<td>0.25</td>
<td>-0.05</td>
<td>-18.48</td>
</tr>
<tr>
<td>Peak Flow (CFS)</td>
<td>579</td>
<td>553.9</td>
<td>25.1</td>
<td>4.5</td>
</tr>
</tbody>
</table>

4.3.2 HMS Validation

The conditions of the watershed were likely to change between the calibration time period and the validation time periods. Therefore, the soil moisture was allowed to change to get the best match to the observed flow and also changed proportional to the GSSHA soil moisture change for that simulations validation run for comparative purposes. The results of the validation runs are given in Figure 4.10.

The validation results were surprising because the peaks of the calibration and validation phases were so similar. The validation run was unsuccessful as the simulated hydrograph over predicted by more than 100%. The simulated hydrograph where the soil moisture was changed proportionally to the GSSHA model for comparative purposes also overestimated both peak and volume by more than 100%. The results being this different from what was expected points towards a possible data error. It is possible that I made an error in the data reduction or that in the compilation of the data there was some kind of error. Another possible reason for the large discrepancy lies in the soil moisture
of the original calibration. If this value was not correct then the other values would be incorrect making predictions outside the calibration time period impossible.

![Graph](image)

**Figure 4.10: HMS validation for the Goodwin Creek Watershed (HMS).**

4.3.3 **GSSHA Analysis**

The same data that was used in the HMS analysis was then used to perform a calibration with GSSHA. The WMS interface was used to set up the GSSHA model and calibration parameters. The results of the calibration run produced the parameter values given in Table 4.13.
Table 4.13: Calibrated values Goodwin Creek Watershed (GSSHA)

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Fine Sandy Loam</th>
<th>Silt Loam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydraulic Conductivity (cm/hr)</td>
<td>5.370</td>
<td>0.194</td>
</tr>
<tr>
<td>Capillary Head (cm)</td>
<td>11.01</td>
<td>16.68</td>
</tr>
<tr>
<td>Porosity (m³/m³)</td>
<td>0.453</td>
<td>0.501</td>
</tr>
<tr>
<td>Field Capacity (m³/m³)</td>
<td>0.207</td>
<td>0.330</td>
</tr>
<tr>
<td>Wilting Point (m³/m³)</td>
<td>0.095</td>
<td>0.133</td>
</tr>
<tr>
<td>Initial Moisture</td>
<td>0.287</td>
<td>0.491</td>
</tr>
</tbody>
</table>

This simulation was also calibrated allowing hydraulic conductivity and initial moisture to vary while holding the other Green and Ampt parameters constant according to the estimates given in the Rawls and Brakensiek table.

The overland roughness and the channel roughness were included for this simulation and the results of the calibration are given below in Table 4.14.

Table 4.14: Calibrated Roughness Values Goodwin Creek Watershed (GSSHA)

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Cropland and Pasture</th>
<th>Mixed Forest</th>
<th>Strip Mines and Gravel Pits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Roughness</td>
<td>0.217</td>
<td>0.350</td>
<td>0.669</td>
</tr>
<tr>
<td>Channel Roughness</td>
<td>0.049</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

This watershed produced smaller roughness values than the previous two watersheds. The values are more reasonable but still high. One possible explanation for why this watershed had lower values is it is the smallest of the three watersheds that were analyzed. The size difference could mean there is less storage and therefore higher roughness values are not needed to simulate the effects of storage.
The resulting hydrograph using the calibrated parameters along with the observed hydrograph is shown below in Figure 4.11.

Figure 4.11: Optimization hydrograph for the Goodwin Creek Watershed (GSSHA).

The simulated hydrograph has a very similar slope of the rising and falling limb of the observed hydrograph. The time to peak is off by about 30 minutes. This time difference is not that significant for an event like this. The second small peak occurs with good timing but the simulated hydrograph overestimates that peak by about 40 percent. This simulation was an excellent example of how the GSSHA model incorporated the spatial variability of the rainfall and captured the second small peak. Recall, the HMS model for the same storm (displayed in Figure 4.9) was unable to produce any runoff where the second small peak occurred. The overall summary of the simulated and observed data in terms of peak and volume is given below in Table 4.15.
### Table 4.15: Summary of Calibration Results Goodwin Creek Watershed (GSSHA)

<table>
<thead>
<tr>
<th>Measure</th>
<th>Simulated</th>
<th>Observed</th>
<th>Difference</th>
<th>Percent Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume (m$^3$)</td>
<td>131,374</td>
<td>131,353</td>
<td>21</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td>Peak Flow (CMS)</td>
<td>15.34</td>
<td>15.69</td>
<td>-0.35</td>
<td>-2.23</td>
</tr>
</tbody>
</table>

#### 4.3.4 GSSHA Validation

The validation storm and observed hydrograph were then applied to the same watershed holding all of the parameters from the calibration run constant. After an initial run the soil moisture was adjusted to match the simulated and observed hydrographs. The results of this effort are shown below in Figure 4.12.

![Figure 4.12: Validation results for the Goodwin Creek Watershed (GSSHA).](image-url)
These hydrographs indicate the initial validation holding everything constant from the calibration effort over predicts the peak. When the initial moisture is adjusted the peak matches right on and volumes are close to the same. The one thing that is not matching really well is the time to peak. In this case it is off by about 40 minutes. This is most likely a result of the precipitation data not lining up perfectly with the stream flow data because of the intervals which the precipitation data were recorded.

4.4 Comparison of HMS vs. GSSHA Results

4.4.1 Reynolds Creek

The calibration results of Reynolds Creek watershed were different for HMS and GSSHA. A graph which includes the results of both models is given in Figure 4.13.

![Figure 4.13: HMS and GSSHA calibration results for the Reynolds Creek Watershed.](image-url)
The visual conclusion that can be drawn from this graph is that both models calibrated well for this particular storm. The HMS result over predicted the peak by 0.7% and the GSSHA result over predicted the peak by 6.1%. The HMS result also over predicted the volume by 21.3% and the GSSHA result under predicted the volume by 16.4%. So the HMS result was better for matching the peak and the GSSHA results did better matching the volume.

The most important measure of a model calibrating well is whether or not the model can validate using a different storm and stream flow data. Neither model was able to validate well. When the validation storm was applied neither model produced runoff. This was most likely due to the difficulty in estimating the soil moisture and also the large discrepancy between the two events peak runoff and volume.

4.4.2 Tifton

The results of the calibration of both models for the Tifton Watershed are shown in Figure 4.14.

Neither the HMS nor GSSHA results visually fit match the observed data. The GSSHA results had remarkably good matches to both peak and volume (both off by less than 0.35%), but the shape and time to peak were not close. The HMS result produced a hydrograph that matched the rising limb fairly well, but over predicted the peak by 12.6%. It was fairly close to matching the volume, under predicting by about 1.5%. It is hard to say which is better when neither one was able to simulate the double peak.
Figure 4.14: HMS and GSSHA calibration results for the Tifton Watershed.

The validation results have been graphed together with the observed outlet hydrograph and are shown in Figure 4.15.

The HMS result under predicts while the GSSHA event over predicts. Neither of the results validates the model, which tells us that the initial calibration does not transfer well to this new storm. A summary of how well the peak and volume are predicted in the validation run are given below in Table 4.16.

If the measures of peak and volume are used the HMS result seems to have the better validation result. The conditions of the watershed such as soil moisture and initial losses are hard to predict and likely are playing a part in the model not validating. The models are also simple and neglect things such as groundwater which could be a strong factor in the watershed response.
Figure 4.15: Validation results of HMS and GSSHA for the Tifton Watershed.

Table 4.16: Summary of Validation results Tifton Watershed

<table>
<thead>
<tr>
<th></th>
<th>Peak</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMS</td>
<td>-25.9%</td>
<td>4.6%</td>
</tr>
<tr>
<td>GSSHA</td>
<td>33.2%</td>
<td>67.3%</td>
</tr>
</tbody>
</table>

4.4.3 Goodwin Creek

The results of both models for the Goodwin Creek Watershed are shown in Figure 4.16.

The HMS model seems to follow the observed data a little better on the first peak, but generates no runoff on the second peak. The GSSHA model does a better job of producing runoff at the time of the second peak. The HMS model over predicts the peak by 4.5% while the GSSHA model under predicts the peak by about 2.2%. The HMS
model under predicts the volume by about 18.5% while the GSSHA model predicts the volume almost exactly (<0.1% off). The GSSHA model by these measures is the better of the two.

![Graph showing HMS and GSSHA calibration results for the Goodwin Creek Watershed.](image)

**Figure 4.16:** HMS and GSSHA calibration results for the Goodwin Creek Watershed.

The validation of this model yielded some interesting results. The graph of the two different models with the observed data is shown below in Figure 4.17.

The GSSHA validation result on this watershed is clearly superior. The summary of how well the validation runs performed is given below in Table 4.17.

The GSSHA model validates very well for this watershed. The timing is off a little bit but the peak and volume match closely with the observed data. The HMS results are not close and the parameters obtained for that model could not be used reliably for predicting runoff events.
**Figure 4.17**: Validation results of HMS and GSSHA for the Goodwin Creek Watershed.

**Table 4.17**: Summary of Validation Goodwin Creek Watershed

<table>
<thead>
<tr>
<th></th>
<th>Peak</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMS</td>
<td>316%</td>
<td>218%</td>
</tr>
<tr>
<td>GSSHA</td>
<td>&lt;1%</td>
<td>2.3%</td>
</tr>
</tbody>
</table>

### 4.4.4 Observations Concerning GSSHA calibration with SCE algorithm

There were a few important questions I wanted to answer in regards to the calibration of the GSSHA model using the SCE algorithm. These questions included: is there a way to speed up the calibration computation time, what affect does the min/max range the user specifies have on accuracy and computation time, and how important is it that I get my initial guesses close to the real answer. I have answered these questions by researching literature and running tests on my own models.
The computational time of the original model has a significant impact on overall calibration time. There are a couple of ways to decrease computational time before you begin the calibration process. The first is selecting the right grid cell size. The larger the grid cells are in the model the faster the computations can be. When you first create your model you should choose a grid cell size and set up a very basic model and run it to see how long it takes for the model to run. If you notice the model taking longer than a couple of minutes you should start over and increase the size of the grid cells you are using. I have included Table 4.18 that shows the size of the watersheds and their corresponding grid cell sizes to give a general idea of where to start.

<table>
<thead>
<tr>
<th>Watershed Name</th>
<th>Area (mi²)</th>
<th>Grid Cell Size (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds Creek</td>
<td>21</td>
<td>100</td>
</tr>
<tr>
<td>Tifton</td>
<td>44</td>
<td>150</td>
</tr>
<tr>
<td>Goodwin Creek</td>
<td>8</td>
<td>120</td>
</tr>
</tbody>
</table>

There is no explicit rule to follow here, but it is important to test your watershed and try to come up with a grid size that promotes fast computational time (I would recommend under one minute) and also retains the spatial variability you are trying to capture in the watershed. The second way to increase computational time would be to increase the time step used in each computation. The best way to do this would be to run the model with a small time step (good initial value would be 10 seconds) and run the model and observe the hydrograph. The model could then be run multiple times increasing the time step each time. The outlet hydrograph should be observed each time.
and when there is a change the last time step before the change occurred should be used for the calibration.

The convergence criterion is an important part of how quickly a model converges. Only two things will stop a calibration: exceeding the set number of iterations and convergence criterion being met. If the convergence criterion is less stringent the computational times can be significantly decreased. In the models that were calibrated in this study the convergence criterion was very stringent (0.1%) and the max iterations were often exceeded without reaching convergence. One study suggested a convergence criterion of 1%. They also surmised increasing this value to 2% significantly decreases computational times (Lin and Radcliffe 2006). The only thing to remember when changing the convergence criterion is the fact that accuracy of the calibration could decrease the more the convergence criteria are relaxed. The key is to find a good value where the computational time is not excessive and the calibration results are within acceptable limits. This could vary for project to project depending on what is most important.

The SCE algorithm performs a search which is resistant to converging to local optima. This means the search in the parameter space, which the user defines, is very thorough. In order to test this out I tried taking the best results from one simulation and using them as the initial parameters for a new simulation without changing the max/min range. The computational time was the same and the best results for the model were the same. This shows that the algorithm searches the entire parameter space and it doesn’t matter what the initial estimates are. The computational time does not decrease with
better initial estimates. However, the best results need to be within the range set up for each of the parameters.

The best results from the same model were then used as the initial guess for a new model where the parameter space was narrowed down. The result from this simulation was similar computational time, and the cost function was lower. The cost function was able to be lower because none of these simulations reached the convergence criterion. If the convergence criterion had been met the results of each simulation should be the same. If it is possible to narrow the parameter space down it will give better results, but it is not guaranteed to converge faster than a larger parameter space.

4.4.5 Changes to parameters from initial estimates

The parameters all started with some initial estimates which of course changed over the course of calibration. I will present the changes to the parameters from this research and try to identify any patterns I see in how the parameters changed. The changes in the parameters for the Reynolds Creek watershed are shown in Table 4.19.

This table shows the initial estimates first followed by the calibrated value in bold. The hydraulic conductivity does not seem to have a specific pattern for every soil type. They are not all consistently higher or lower than the initial estimates. In the case of Reynolds Creek the soil type that is supposed to have the highest conductivity value (coarse sandy loam) ended up calibrating to the lowest value of all the soil types in the watershed. One explanation of this would be the land use interaction with that soil type is not being taken into account in the model that was calibrated. The Tifton Watershed each soil type consistently calibrated to a lower value than the initial estimate. The silt loam soil type was the only soil type that showed up in two different watersheds. These
two values did not compare well with each other. In fact they were different by about an 
order of magnitude.

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Coarse sandy loam</th>
<th>Loam</th>
<th>Silt loam</th>
<th>Organic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds Creek Watershed</td>
<td>2.18/0.860</td>
<td>1.32/1.599</td>
<td>0.68/1.368</td>
<td>20.0/9.450</td>
</tr>
<tr>
<td>Initial Moisture</td>
<td>0.207/0.389</td>
<td>0.27/0.217</td>
<td>0.33/0.409</td>
<td>0.20/0.349</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Sand Loamy Sand</th>
<th>Sandy Loam</th>
<th>Fine Sandy Loam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tifton Watershed</td>
<td>23.56/1.255</td>
<td>5.98/0.095</td>
<td>2.18/0.678</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Soil Type</th>
<th>Fine Sandy Loam</th>
<th>Silt Loam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goodwin Creek Watershed</td>
<td>2.18/5.370</td>
<td>0.68/0.194</td>
</tr>
<tr>
<td>Initial Moisture</td>
<td>0.207/0.287</td>
<td>0.33/0.491</td>
</tr>
</tbody>
</table>

The initial moisture estimates come from the field capacity estimates for each of the different soil types. This is generally a good rule of thumb for estimating the initial moisture. Almost all of the initial moistures that were included in the calibration ended up at a higher value than the initial estimate of field capacity. The calibrated moisture content values seemed to stay in the middle of the established range of wilting point to fully saturated (soil moisture = porosity).
The changes in the overland roughness and channel roughness parameters are given in Table 4.20. Each one of the roughness values increased to a value much higher than the original estimates obtained from standard tables. This pattern was consistent with each one of the watersheds included in this research. One possible explanation for this increase in roughness is the possibility that it represents the inherent watershed storage. The roughness values were larger in the larger watersheds which would support the theory that part of the roughness value corresponds to watershed storage because larger watersheds have more storage capacity in general. The GSSHA model has other components that can be added that help account for storage like retention depth and interception, but they were not explored because the focus of the research is on simplistic routine modeling.

Each one of the roughness values increased to a value much higher than the original estimates obtained from standard tables. This pattern was consistent with each one of the watersheds included in this research. One possible explanation for this increase in roughness is the possibility that it represents the inherent watershed storage. The roughness values were larger in the larger watersheds which would support the theory that part of the roughness value corresponds to watershed storage because larger watersheds have more storage capacity in general. The GSSHA model has other components that can be added that help account for storage like retention depth and interception, but they were not explored because the focus of the research is on simplistic routine modeling.
Table 4.20: Changes to Roughness Parameters for each of the Research Watersheds

Reynolds Creek Watershed

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Mixed</th>
<th>Evergreen</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rangeland</td>
<td>Forest</td>
</tr>
<tr>
<td>Surface Roughness</td>
<td>0.04/0.393</td>
<td>0.15/0.724</td>
</tr>
<tr>
<td>Channel Roughness</td>
<td>0.035/0.148</td>
<td></td>
</tr>
</tbody>
</table>

Tifton Watershed

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Cropland and Pasture</th>
<th>Evergreen Forest</th>
<th>Forested Wetlands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Roughness</td>
<td>0.080/0.794</td>
<td>0.080/0.794</td>
<td>0.080/0.794</td>
</tr>
<tr>
<td>Channel Roughness</td>
<td>0.035/0.418</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Goodwin Creek Watershed

<table>
<thead>
<tr>
<th>Land Use</th>
<th>Cropland and Pasture</th>
<th>Mixed Forest</th>
<th>Strip Mines and Gravel Pits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface Roughness</td>
<td>0.035/0.217</td>
<td>0.10/0.350</td>
<td>0.011/0.669</td>
</tr>
<tr>
<td>Channel Roughness</td>
<td>0.035/0.049</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5 Long Term Calibration (Tifton)

The experience from the single event calibration indicated the most difficult parameter to get correct was the initial moisture. One benefit of a long term simulation is the soil moisture stabilizes over time. In an effort to account for the soil moisture better I obtained data needed for a long term simulation for the Tifton watershed.
A calibration run over an extended period of time has the benefits of multiple events to calibrate to as well as the soil moisture stabilizing to more precise values. The storms near the beginning of the dataset are used to “wet” the watershed. They are generally not included in the calibration, but are there to establish better soil moisture values to start the calibration off better. The calibration variables were left unchanged except for the initial moisture values. The model was run a couple of times and the results are given in Figure 4.18.

![Figure 4.18: Results of a long term calibration (Tifton).](image)

This particular simulation is clearly not calibrating well to this dataset. The reason for the inability of this simulation to calibrate is not clear. The response of this watershed is likely more complex than the current model is set up to handle. In order to effectively model this watershed more complex components would need to be included. The
GSSHA model does have the ability to include more complex scenarios, but that is beyond the scope of this research. The simulation was not able to produce enough volume even when the hydraulic conductivities were much lower than initial estimates found in tables. This result implies that groundwater is active in this area and is increasing the volume of the hydrograph.
5 Conclusions

The main goals of this research were: to establish guidelines and a systemic process for calibrating the GSSHA model (within the WMS interface), establishing whether or not GSSHA can be used to calibrate single event storms, and how well does the GSSHA model calibration results compare to the widely accepted HEC-HMS.

Throughout the course of the research guidelines and steps for setting up a model for calibration were outlined. A detailed outline of the steps needed to set up and run a GSSHA calibration using the WMS interface has been provided in the appendix. All of the files that are needed are described in detail and how they can be edited in order to obtain successfully run a calibration with the GSSHA program. The process is repeatable and can be applied to various watersheds.

I would like to summarize a few things I learned through my GSSHA calibration work. First, the cost function should add up to one. Second, the calibration files will be written to the same folder where the GSSHA executable is located. In order to have the calibration files in the same location as the project you must make a copy of the GSSHA executable and select that particular executable to use for the calibration. Third, the precipitation gages need to all have a value for every time step (even if it is zero). Fourth, if you have base flow it needs to be subtracted off. Fifth, the cost function does not
always go down for every simulation. This is a direct result of the SCE algorithm and its ability to search the entire parameter space.

The calibration of single event storms using GSSHA was a success. The model is now easy to set up and calibrate within the WMS interface. The SCE algorithm is quite robust and works well to produce a peak and volume close to the observed values. This research was not able to definitively conclude on whether single event calibration is good or bad in every case.

The WMS interface underwent a few significant changes that improved its ability to set up and run a GSSHA calibration. I would like to document what changes took place and why they are important. First, the concept of using “key” values for the calibration parameters has enabled users to select almost any parameter they want to include in the calibration. This is significant because it reduces the need to edit the calibration files by hand. Second, the GSSHA executable has been updated to be fully compatible with WMS. This means that instead of using the command prompt to run the simulations it can all be done internally within WMS. Third, input of the calibration data has become easier and more effective. The user can input the peak and volume by hand or allow WMS to make those computations. The weighting function can now be edited within WMS as well.

The calibration of GSSHA models using WMS truly has become easier and more efficient. However, there is always room for improvements to be made to make the calibration process more seamless. The compilation of the rain gage file including multiple gages proved a daunting task. If the program was able to import the raw data and compile the gage file for the user it would be helpful. The computational time for these
runs proved to be significantly long. In running a long term simulation there are no tools
to find and download applicable data. Currently, not every parameter is selectable for
calibration within WMS. The calibration files are written to the same location as the
GSSHA executable file being used for the simulation. It would be nice if those file were
written to the same location as the project file so the user did not need to copy the
executable file into the same folder as the project file for every new simulation.

It is difficult to compare the relative results of the two models. In one case the
GSSHA model could have calibrated to have less error in peak and volume, but at the
same time it took much longer to get to those results and perhaps the difference in results
in not worth the extra time it took to get them. Each project should carefully weigh what
it needs from the model and make a decision from there. This research shows that both
models are able to perform calibrations well.

The results from this research give some perspective of the difficulty in
calibrating a distributed model. One of the largest challenges lies in getting the initial
moisture of the soil correct. When this particular parameter is incorrect other calibration
parameters are often incorrect as well leading to inability of the model to validate and
ultimately be used for predictive purposes. This particular point was clear in the
Reynolds Creek model when the validation run did not produce any run off even when
the soil was completely saturated.

The high sensitivity of the initial moisture parameters causes problems when
trying to calibrate a single event storm. GSSHA has other components like groundwater
interaction that can be added to the model to increase accuracy. GSSHA also has the
ability to calibrate over longer periods of time with multiple storms which can help
stabilize the moisture of the soil and theoretically yield better soil moisture results. The calibration will most likely be better with a few more observed values to calibrate to.

I have found from completing this research that calibration for a single event using the GSSHA model is not a practical method of calibration. The high sensitivity of the initial moisture parameter in the GSSHA model makes single event calibrations unreliable. In this research one out of the three watersheds performed well in both calibration and verification. There is more research that should be done to help establish conditions which GSSHA is well suited for single event calibration or if it should be done at all.

The use of calibration algorithms is a powerful tool and can help hydrologic models predict runoff more accurately. The two models considered in this research both have certain conditions which would make them preferable to the other. Either model is capable of performing well if the right conditions are met.
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Appendix A.  GSSHA Calibration Setup using WMS

The purpose of this section is to describe how to set up and run an automated calibration for a GSSHA model within the WMS interface.

Initial Setup

It is important for the calibration of a GSSHA model that an initial GSSHA model be built. When building the initial model special care should be taken to make sure water is draining well in the model. This would include the removal of all depressions where ponding might occur in the model known as “digital dams”. There are several tutorials given on the GSSHA wiki which describe how a GSSHA model should be set up. Once you have a functioning GSSHA model it becomes important to define infiltration and roughness parameters that best describe the physical parameters that are found in the watershed. It is also good at this time to select an appropriate time step for your simulation. This can be done by running the model with a time step of about 10 seconds to begin. The same model can then be run multiple times with increasing time step until there is significant change in the shape of the hydrograph. The largest time step which keeps the original shape of the hydrograph should be selected for the calibration of the model.
Calibration Data

In order to perform a calibration you must have a set of observed data. The data required for calibration is precipitation and stream flow. The precipitation data should include a well defined storm with fairly high resolution data (it is recommended that data should have a resolution of 15 minute intervals with a maximum interval of about an hour). The stream flow data should include a well defined hydrograph that is the result of the precipitation event. Generally, it is good to find the a steady flow in the stream before the event and then go forward in time until the stream returns to roughly the same flow that you started with.

Precipitation Data

For the precipitation data you must decide how many rain gages you want to use. Sometimes the rain gage data for different gages record at different times. For GSSHA it is a requirement that the time steps are the same. So the data needs to be altered so the starting times are equal and the time steps are equal. Here is an example of what a gage file looks like. NRGAG = number of gages, NRPDS = number of rows of rainfall data, COORD = the value of the coordinates of each gage in the project, and the columns after the first few rows first describe the date going from year-month-day-hour-minute this is followed by the precipitation columns for each gage which is always in millimeters. An example of a rain gage file is shown in Figure A.1.

Observed Stream Flow Data

The only alteration needed for the stream flow data is subtracting off the base flow if there is any. The calibration in GSSHA requires a peak and a volume for calibration purposes. This can be calculated independently or WMS will calculate it for
you when you input the observed data. The observed data can be entered in by going into job control and toggling on *Calibrate* and clicking on the *Edit parameter* button. Figure A.2 displays what this window will look like.

At this point you would then click on the *Observed Data* button and then *Define*. This will bring up the Define GSSHA Observation dialogue shown in Figure A.3.

If you have some time series data you can enter it in by toggling on the *Use XY data* button and then clicking on the *Define Series* button where you can copy and paste the hydrograph data. WMS will then compute the peak and the volume and fill it into the boxes on the right side. If you already know what the peak and volume for the event are you can just enter them in by hand into the boxes on the right side. For multiple events this data should be done for each individual event. Once you are done with defining the peak and volume you can click *Done*. Now you are back to the GSSHA Observations

![Typical rain gage file format](image)

**Figure A. 1:** Typical rain gage file format.
dialogue. You now need to select the rain event that goes with the outlet hydrograph you just defined. This should look something like Figure A.4.

![GSSHA Job Control Parameters](image1)

**Figure A. 2: Location of calibration parameters and setup menu.**

![Define GSSHA Observation](image2)

**Figure A. 3: Define GSSHA Observation window.**

You select the rainfall event by a dropdown box under *Precip Event*. Another thing that you can do is weight the peak or volume to be more important in the calibration. This is done by increasing the weight of one and decreasing the weight of the other. The two weights must add up to one. If there are multiple storm events there
should be an equal number of observations in order of the corresponding storms. The storm should match the peak and volume that was created by that storm. If a particular event is not included in the calibration the weight for both peak and volume should be zero.

![GSSHA Observations window.](image)

**Figure A. 4: GSSHA Observations window.**

**Selecting the Calibration Variables**

You are now ready to enter in the parameters that you want to vary in the calibration. You will need to open the job control dialogue and toggle on the *Calibrate* option and click on *Edit parameter* button. The same way that is shown in Figure A.2.

Now the Parameters dialogue should be open and you can begin to select parameters that you want to include in the calibration. This is done with a dropdown box. You first select the parameter. For example, I might want to allow hydraulic conductivity to vary in my calibration so I select it from the dropdown list. Then the column to the right will fill in a key value. It will be a number with a negative sign in front of it. This dialogue is shown in Figure A.5.
If I have four different soil types in my watershed, and I want to the hydraulic conductivity of each soil type to be included in the calibration I should have four separate rows with separate key values. The column under *Start value* should be filled in with the value that you would be using in the mapping table for that particular parameter. The min and max values are assigned a default that is filled in automatically and should be adjusted to a range that makes sense for the parameter you have selected. A good rule of thumb for most parameters is to go plus or minus five times the number in the *Start value* column. Initial moisture however does not follow this rule. The minimum should be equal to the wilting point and the maximum should be equal to the porosity of that particular soil. It is good to keep the number of parameters under 16 (Senarath et al. 2000).
You will need to go to the mapping table and input the key values for the calibration variables that you just set up. It is important that you keep track of which parameter is associated with what key value. An example of the key values input into the mapping tables is shown in Figure A.6.

As the figure shows the first row of the parameters dialogue has now been associated with hydraulic conductivity for ID #9 which is coarse sand in this case. The negative key values are used to help associate the parameters together in the calibration. You must input all the correct key values in the correct places for the files to correspond and save correctly.

**SCE Parameters**

The calibration in GSSHA uses an algorithm called Shuffle Complex Evolution (SCE). This algorithm is commonly accepted and used for calibration of hydrologic models. In the parameters dialogue there is a button marked *SCE Parameters*. The SCE dialogue is shown in Figure A.7.

Most of the parameters here are default parameters and can be left the way they are. The two which you might want to consider changing is the number of iterations and convergence limit. If your project is not converging in the number of iterations the default gives you may need to increase the number to get convergence. If the project you are working on requires a lower level of accuracy you can increase the convergence limit and the computational time will decrease significantly.

**Calibration Files**

You are now ready to do your initial save of the file. WMS will write out all the files that it normally does along with three additional files. These files will have the
name of the project to start followed by: _calib_file.in, _calib_params.in, and _calib_observed.dat. I would like to describe what each of these files contains briefly. The _calib_file.in will look something like the Figure A.8

![Figure A. 6: Example of key values input into mapping table.](image)

The first three lines show the path of the project file and the other two calibration files. The next two lines are mostly SCE parameters where the default values are okay to use. I have circled three values in the fourth row that can be changed based on the project you are doing. The first value, which is 2000 in the figure, refers to the number of iterations which could be more or less depending on the project. The second value is 0.1000 and it refers to the convergence criterion. If the project doesn’t require a high
level accuracy this value could be increased and the computational time would be
decreased significantly. The third circle is the number of parameters that will vary in the
optimization.

Figure A. 7: Shuffled Complex Evolution window.

If you wanted to input new data by hand this value would need to change to
always reflect the number of parameters involved in the calibration. The rest of the rows
are each of the parameters and their initial value, minimum value, and maximum value
respectively. So if you are adding a parameter you would input those values at the end of
the file and save the file when you are done. The _calib_params.in will look something
like Figure A.9.
This file has a number in the top left hand corner that says how many parameters that will vary in the calibration. Each row then has a letter or two and a number separated by a _ the letter describes the parameter type. For example, the first row under the 11 has [HC_9]. The HC stands for hydraulic conductivity and the 9 is the key value that was assigned to that particular hydraulic conductivity. The key values in this particular example were done to correspond to the ID number of the parameters so it would be easier to remember which parameter was associated with what key value. The brackets are used to denote a calibration parameter. Each one of these values would be found in the .cmt file in the location where it is replacing that particular variable. The “%6.4f” is the default and refers to the number of decimal places that are carried out in the calibration phase. The order of variables in this file corresponds to the _calib_file.in file. The two must be in the same order.
The rows of these two files need to be in sync with each other as shown in Figure A.10. I have highlighted the last row which happens to be channel roughness. The initial value is 0.035 the min is 0.025 and the max is 0.15. Also something to note is that the 11 (which represents how many variables are included in the calibration) at the top of the params.in file and the 11 in the file.in file are the same which should always be the case.

There is another file that is created to store the observed data that will be used for calibration purposes. It is called The _calib_observed.dat file and it should look something like Figure A.11.

The first row records how many rain events we are modeling. Since we are dealing with a single event calibration this number is one in our case. For a simulation with multiple storm events each one needs to be included. If a storm is not included in the calibration a weighting value of zero can be used. The second row is where the peak and volume values are found. The peak is given first and this case it is 2.7884 cms. There is a 0.5 that follows the value of the peak. This value is used as a weighting function for the
peak. The volume is given next and is 27,228.0462 m$^3$ for this example. The 0.5 is the weighting function for the volume. These weighting values can be changed if extra emphasis is desired for peak or volume, but the two numbers must add up to one for each event.

Figure A. 10: Interaction of calibration files.

Figure A. 11: An example of a _calib_observed.dat file.
Changes to WMS Files When Performing Calibration

We also need to take a look at how some of the standard GSSHA project files are altered in a calibration run so we can alter them by hand when necessary.

First we will look at the .cmt file. This file shows how the index numbers are mapped to the parameters of the model. Figure A.12 shows how a standard .cmt file might look in a calibration model.

![Picture of .cmt file]

**Figure A. 12: Standard .cmt file showing calibration variables in brackets.**

This file would normally contain all of the tables that are created from the map tables feature in WMS. As can be seen some of the values have been replaced with a bracket with a sort of code on the inside. The brackets are used so the program knows this is a calibration run. It can then find the corresponding code in the other files that are
created when the project is saved with the calibration mode toggled on. All of the other values are held at the constant rate that is found in the .cmt file. WMS will generate this file based on the calibration set up.

If there is a parameter that is currently not available in the drop down list and you want to include it in the calibration you can edit this file by hand. The key to doing this is creating a key value that you know represents that particular parameter. You would then need to replace the value that is in the .cmt file with the key value and brackets. Then you would need to go to the files created for calibration and input the needed data there.

**Including Channel Roughness in Calibration**

A good volume calibration variable is channel roughness. In order to include this variable we need input the key value in place of the Manning’s roughness value on the reaches that we want to include in the calibration. First, we must click on the map module. Then we need to click on the Select Feature Line Branch Tool and double click on the stream near the outlet. The Properties dialogue for the stream will come up and should look like Figure A.13.

I have input the key value of -1 in this case for every reach of the stream. You can do this simply by typing in the -1 in the yellow box in the Manning’s n column and pressing enter and it will fill in the key value for every reach of the stream. If you only want to include certain reaches in the calibration you can select the individual segments of the stream and fill in the key value for the Manning’s n value the same way.
Figure A. 13: Inputting “key” value to include channel roughness in calibration.

**Location of GSSHA Executable**

All of the calibration files are written in the same folder as the GSSHA executable that is being used. It is important to find where the current executable is located and make a copy of it in the same folder as your project. Once you have copied the executable into the correct folder you need to go to the edit menu in WMS and select preferences. This window should look like Figure A.14.

You will then find GSSHA and click on the *Browse* button and map to the executable that is in the same folder as the project you are working on. This is not necessary for the calibration to work; however, the executable will write all of the calibration files in the same folder as the GSSHA executable being used. This is a good practice so you can keep all of the data for a particular project together. Also if you don’t do this and run another calibration without changing the location of the GSSHA executable it will overwrite the calibration files that were there from the previous project.
Running the Model

You can now run the model in calibration mode. From WMS, you can click on GSSHA run GSSHA, but you cannot allow the project to resave if you have made some changes to the files by hand. The model will now begin running. There are a bunch of new files that will be generated. Many of them have the suffix of .out. These files are related to the output of the calibration.

The cost.out is a file that lists the simulated peak and volume of each run and then gives a respective cost function which is a measure of how well the simulated matches the observed. For calibration of GSSHA models we are trying to minimize the cost function. Figure A.15 shows what a cost.out file might look like.
After roughly 100 simulation runs another file is created that has more useful information. It is called the 0000_log_file.txt. This file gives the cost function of each run and lists the parameter values that were used for each specific run. This file is useful because you can look at it while the model is calibrating and see how well the calibration is converging. Figure A.16 shows what a file of this type might look like.
When the calibration finishes a file will be generated called best.out. This file will have the best parameters from the calibration effort listed in the same order as the _calib_params.in file. These parameters from the best.out file are taken and used for a final forward run which then produces the optimized outlet hydrograph. You can then plot this hydrograph with the observed data to compare how well the optimization worked.

Long Term Calibration

A long term calibration is set up in a similar way to a single event calibration. The main difference between the two is long term events with multiple storms requires evapotranspiration (ET) data and a rain gage file with multiple storm events. There are three different file types that can be used for ET data. Each on is discussed in detail on the GSSHAwiki. The easiest of these file types is the WES format. Figure A.17 shows what this might look like.
Figure A.17: An example of climate data in the WES format.

This file is referenced by clicking on the edit parameter button next to long term simulation. The parameters for the watershed should be input in the open boxes and the climate data file should be referenced here. These are the two windows you should see are shown in Figure A.18

This is the location where you specify what type of climate data file you have and the pathway to where the file is stored. It is also important to turn on Evapotranspiration in the job control. The figure above shown for this simulation the Penman method was selected. Once this option is turned on the mapping table needs to be updated with values for the Evapotranspiration variables. The GSSHAwiki has tables to help estimate these parameters.

A long term event will have multiple storm events over the duration of the modeling time. It is good to allow the first storm or two to “wet” the watershed before calibration is taken into account. Each storm event must correspond to an event included in the _calib_observed.dat file discussed previously. The number of events in the top corner should correspond exactly to the number of rainfall events in the precipitation file.
The events that are included should have the peak and volume along with the weighting factors. If an event is not to be used in the calibration a zero weighting factor should be applied for both the peak and volume.

![Continuous Simulation setup windows](image)

**Figure A. 18: Continuous Simulation setup windows.**

The model can now be run the same way as a single event calibration. It is good to make sure no output files are selected because this will slow the simulation down
significantly. For example, the surface water depth output file is always turned on by
default. Another way to increase the speed of the simulation is to run your model in quiet
mode which is done by selecting the suppress screen printing toggle after selecting the
command to run GSSHA.