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We report measurements and simulations of laser-induced fluorescence in ultracold neutral plasmas. We focus on the earliest times, when the plasma equilibrium is evolving and before the plasma expands. In the simulation, the ions interact via the Yukawa potential in a small cell with wrapped boundary conditions. We solve the optical Bloch equation for each ion in the simulation as a function of time. Both the simulation and experiment show the initial increase in ion fluorescence, disorder-induced heating, and coherent oscillation of the rms ion velocity. Detailed modeling of the fluorescence signal makes it possible to use fluorescence spectroscopy to probe ion dynamics in ultracold and strongly coupled plasmas.
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I. INTRODUCTION

Ultracold neutral plasmas can be formed by photoionizing laser-cooled gases [1–6]. The initial ion temperature is approximately equal to the laser-cooled atom temperature, typically 0.01 K or less. These plasmas are also small. Their characteristic size is typically 1 mm. The electron temperature can be tuned from approximately 0.5 to 1000 K. At low initial electron temperature, space-charge effects prevent electrons from leaving, and the plasmas are charge neutral [1]. The electrons screen the ion-ion interactions, playing an important role in the rate at which the ions thermalize as the plasma evolves [5,7–30].

Immediately after photoionization, the ion-ion interaction raises the ion temperature. This happens because the ions are randomly distributed throughout the plasma. Although they have essentially zero kinetic energy, they have electrical potential energy. The ions move to minimize this potential energy, a process called disorder-induced heating [3,21]. The initial ion motion is coherent in the sense that all ions start moving simultaneously after photoionization, and damped oscillations have been observed in the ion velocity evolution.

During this initial plasma phase, the ion temperature is not well defined [21]. This is somewhat surprising because the initial nearest-neighbor distribution, which dominates the disorder induced heating phase, is approximately Gaussian. It has also been shown that the spatial distribution evolves self-similarly (i.e., is always Gaussian if the ion temperature is not too low) [12,22]. Furthermore, the velocity distributions both before and after the disorder-induced heating phase are Gaussian. However, the work of Ref. [21] showed that the velocity distribution during the disorder-induced heating phase is not Maxwellian. In particular, the higher-order velocity moment ratios $\frac{\langle v^4 \rangle}{\langle v^2 \rangle^2}$ and $\frac{\langle v^6 \rangle}{\langle v^2 \rangle^3}$ show substantial departures from Maxwellian values during this time.

Early fluorescence and absorption studies of ions in these plasmas used a Voigt profile to extract the effective ion temperature [3,4]. The Voigt profile,

$$S(v) = \int L(v-x')G(x')dx',$$

is a convolution of the Lorentzian natural line shape $L(v)$ with the Gaussian $G(v)$ thermal line shape. While this appears to be valid in the later stages of the plasma evolution, the Gaussian width has limited meaning as the ions thermalize locally during the disorder-induced heating stage. Recent work suggests that velocity-changing collisions may broaden the Lorentzian profile in the plasma evolution [29].

Fluorescence measurements of ultracold neutral plasmas enable detailed studies of plasma dynamics. For strongly coupled neutral plasmas, departures from a collisionless Vlasov equation model have been observed [4,23]. One approach to studying the influence of strong coupling is to study these plasmas under ideal and weakly coupled conditions to ensure that the essential physics is understood, and then to move into the strongly coupled regime to look for variations from predicted behavior.

In this paper, we present a study of laser-induced fluorescence in ultracold neutral plasmas. Rather than extracting the temperature using a line-shape analysis or local fluorescence imaging, we perform a simulation of the fluorescence by numerically integrating the optical Bloch equations for the plasma ions. The simulated fluorescence signal is compared with experimental results. Both the experiment and simulation show the initial increase in fluorescence as the ions (all initially in the ground state) begin to absorb and scatter laser light. During the disorder-induced heating phase, the line-width broadens and the fluorescence signal falls. At high densities, a coherent oscillation in the ion motion is observed. The experiment and simulation have satisfactory numerical agreement. We suggest ways to use these computational techniques in future experiments in strongly coupled neutral plasmas, particularly for extracting the effective ion and electron temperature at early times.

II. EXPERIMENT

Up to seven million $^{40}$Ca atoms are laser cooled and trapped in a magneto-optical trap (MOT). The trap density is approximately Gaussian of the form
The initial electron energy $E_e$ is determined by the energy difference between the photoionization laser photon energy and the Ca I ionization energy ($E_p$). The electron temperature is $T_e = 2E_e/3k_B$. The 423 nm Ca I transition is also used for the calcium MOT. Not shown is a re-pumper laser at 672 nm that prevents an optical leak from the MOT.

$$n(r) = n_0 \exp(-r^2/2\sigma^2),$$

where $n_0$ is the peak density with a typical value of $10^{10}$ cm$^{-3}$ in our experiment, and $\sigma$ is the one-dimensional rms size of the MOT, typically 350 $\mu m$.

Atoms in the trap are photoionized using ns-duration pulsed lasers at 423 and 390 nm. The temperature of the plasma ions is determined by the wavelength of the 390 nm laser. It is equal to the difference between the laser photon energy and the atomic ionization potential (see Fig. 1).

After the plasma is generated, plasma ions are excited using a cw laser beam tuned to the 4$^2 S_{1/2} \rightarrow 4p^2 P_{1/2}$ transition at 397 nm. Based on the in-loop feedback control signal, the frequency bandwidth of this laser is estimated to be less than 1 MHz. The 397 nm laser beam is focused to a Gaussian waist of $\sim 100$ $\mu m$ in the center of the plasma. Fluorescence at this wavelength is collected using a lens, isolated using a band-pass optical interference filter, detected using a photomultiplier tube (2 ns full width at half maximum for single photon peaks), and recorded using a fast digital oscilloscope (500 MHz bandwidth). While most of the fluorescence from the upper $^2 P_{1/2}$ state is at 397 nm, there is also a 6% branch to a dark metastable $3d^2 D_{3/2}$ state. Typical fluorescence curves are shown in Fig. 2.

The ions are all initially in the ground state. The fluorescence signal therefore rapidly rises at time $t=0$ as the ions scatter photons from the probe laser beam. As mentioned already, the ions initially accelerate due to the forces from neighboring ions in the plasma. This leads to disorder-induced heating, causing a rapid fall in the fluorescence signal after about 30 ns.

The plasma also expands because it is no longer confined by the MOT. When the initial electron energy is not too low, this plasma expansion velocity is approximated by the equation

$$v_{\text{exp}}(r,t) = \frac{2k_B T_e}{m \sigma^2 t},$$

where $r$ is the radial coordinate, $k_B$ is Boltzmann’s constant, $T_e$ is the electron temperature, $m$ is the ion mass, and $t$ is time. This equation is valid for an isothermal electron model and can be used to calculate the plasma expansion velocity when the electron temperature is known. The electron temperature changes in time because of plasma expansion, energetic particle evaporation, electron-ion recombination, and electron-Rydberg atom collisions. For low temperature electrons, when the kinetic energy is comparable to the nearest-neighbor Coulomb energy, this equation is not valid.

It is important to remember that Eq. (3) is a short-time approximation when the above conditions hold. A characteristic time for plasma expansion is when $v_{\text{exp}}(\sigma,t) = \sigma/t$. For our conditions ($T_e=57$ K and $\sigma=350$ $\mu$m) the characteristic time is approximately 2 $\mu$s. For times much shorter than this, Eq. (3) is appropriate. Our work focuses on the first 500 ns of plasma dynamics. During this time, the plasma ions accelerate. However, not enough time has passed for the plasma density to change. Similarly, changes in the electron temperature from recombination, evaporation, and scattering can be neglected based on estimates of these rates using our experimental conditions.

As can be seen in Fig. 2, the fluorescence method clearly distinguishes between high and low densities. Disorder-induced heating occurs more rapidly in high-density plasmas than in low-density plasmas. The fluorescence signal shows a weak oscillation around 100 ns in high-density plasmas that is absent in low-density plasmas. Finally, at 500 ns, the fluorescence signal does not decay as completely for high-density plasmas as it does for low density plasmas. For a fixed density, the fluorescence signal also changes as the initial electron temperature is reduced. If this signal can be properly interpreted, details about electron shielding, three-
body recombination, many-body effects, and particle correlations can be determined at very early times in the plasma evolution.

III. SIMULATION

We simulate the plasma ion fluorescence signal by integrating the optical Bloch equations for a collection of ions in a cell. In the simulation, ions interact via the Yukawa potential,

\[ V(r) = \frac{q_0^2 e^{-\kappa r}}{4\pi\epsilon_0 r}, \]

where \( q_0 \) is the fundamental charge, \( \kappa = \sqrt{k_B T_e/nq_0^2} \) is the Debye length, \( k_B \) is Boltzmann’s constant, \( T_e \) is the electron temperature, \( n \) is the density, and \( \epsilon_0 \) is the permittivity of free space.

The Yukawa model assumes that the electrons are in thermal equilibrium. The initial electron distribution is sharply peaked in energy and approaches a Maxwellian distribution during the first several ns, depending on density. We assume that the Yukawa potential is valid throughout the simulation. The present work can be seen as an indirect test of this assumption. We are developing a molecular dynamics model to explore the influence of the time-dependent electron distribution on Yukawa screening more carefully.

Plasma ions are randomly distributed over a cubic cell. The cell dimension is \( L = \sigma/10 \). For the Gaussian density profile of Eq. (2), the density is constant across this cell size. We differentiate Eq. (4) to find the \( x, y, \) and \( z \) components of the force on each ion due to the presence of all of the other (screened) ions in the cell. We use a fourth-order Runge Kutta stepper to move the ions in time.

At each time step, we also solve the optical Bloch equations for each ion in the cell. The ions are approximated as two-level atoms. The Hamiltonian for an ion is written in terms of the detuning \( \omega \) and the Rabi frequency \( \Omega \) as

\[ H = \hbar \Omega \sigma_x + \frac{\hbar \Omega}{2} (\sigma_- + \sigma_+), \]

where the raising and lowering matrices are

\[ \sigma_x = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \sigma_- = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}. \]

The equation for the density matrix is

\[ \dot{\rho} = -i \omega (\sigma_x \rho - \rho \sigma_x) - i\frac{\Omega}{2} [(\sigma_+ + \sigma_-) \rho - \rho (\sigma_+ + \sigma_-)] + \frac{\gamma}{2} (2\sigma_+ \rho \sigma_- - \sigma_- \rho \sigma_+) \]

where \( \gamma \) is the total decay rate of the \( 4p \overset{3}{2}P_{1/2} \) state. This equation of motion is somewhat more compactly written using the Pauli spin matrices, with \( \sigma_x = \sigma_x + \sigma_z \), \( \sigma_y = -i \sigma_x + i \sigma_z \), and \( \sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \),

\[ \frac{d\langle \sigma_z \rangle}{dt} = \Omega \langle \sigma_x \rangle - \frac{\gamma}{2} (1 + \langle \sigma_z \rangle), \]

The fraction of atoms in the excited state is given by \( \sigma_z \). For example, if there is no 397 nm laser, then \( \Omega = 0 \) and the equation for \( \sigma_z \) is

\[ \langle \sigma_z \rangle(t) = [1 + \langle \sigma_z \rangle(0)]e^{-\gamma t} - 1. \]

With the 397 nm laser present, \( \Omega \neq 0 \) and the fluorescence signal depends on time as

\[ f(t) = \frac{1}{2} [1 + \langle \sigma_z(t) \rangle]. \]

Because the Bloch equations depend on the detuning \( \omega \) of the laser beam from the 397 nm resonance transition, we need to consider two frequency shifts. The first is the motion of the ions in the cell. This is given by the first-order Doppler shift,

\[ \Delta \omega = \frac{2\pi \nu}{c} v, \]

where \( \nu \) is the atomic transition frequency in the rest frame of the atom, \( c \) is the speed of light, and \( v \) is the component of the atomic velocity along the direction of the laser beam propagation.

The second frequency shift comes from the radial acceleration of the plasma [Eq. (3)]. For early enough times in the plasma evolution, the ions accelerate and begin to move, but the overall density profile is unchanged. Therefore we can simulate the frequency shift due to plasma expansion by placing our cell at different plasma radii, calculating the mean velocity according to Eq. (3), and adding this directed velocity to all of the ion velocities in the cell.

For each time step, we calculate the position and velocity of each ion. We use wrapped boundary conditions to maintain a constant number of ions in the cell. We use the velocity (including the effect of plasma expansion) to determine the ion’s frequency shift \( \Delta \omega \) and use a second-order Runge-Kutta routine to calculate its \( \sigma_z \). The value of \( \sigma_z \) is then averaged over the ions in the cell to simulate the fluorescence signal. The simulation is performed for many different initial ion densities. The ion density is chosen randomly from a Gaussian distribution so that the different density regions are appropriately weighted.

Care must be taken to properly simulate the fluorescence decay into the optically dark 3d state. At each time step the total fluorescence rate from the \( 2P_{1/2} \) level is calculated and multiplied by the branching ratio to get the decay rate into the dark 3d \( 2D_{3/2} \) level. This decay rate is multiplied by the time step \( dt \) to get the probability that the ion has made a transition to this level. As is traditionally done in Monte Carlo simulations, this probability is compared to a random number with a flat distribution between 0 and 1. If the random number is less than the probability, then the simulated ion makes the transition to the dark state and no longer fluo-
period—produces an oscillation in the rms ion velocity distribution. Because nearest neighbors are randomly located in the initial plasma and because the plasma density is not uniform, the collision time is not exactly the same for all ions. After a short time, the coherence in the rms ion velocity oscillation is lost and the fluorescence curve smoothes out.

This discrepancy may be due to collisions or optical pumping in the plasma. Velocity-changing collisions and additional shifts from the MOT magnetic fields, and many-body interactions may also influence the fluorescence signal. These possibilities are currently under study.

Electron screening in ultracold neutral plasmas has been studied previously [14]. It was found that a Yukawa model reproduced the essential electron physics in weakly coupled plasmas. More recent work has confirmed this, with the caveat that evolving electron-temperature must be used in determining the screening length [23]. At the earliest times, during the first 100 ns, the electron system is coming into equilibrium. Because three-body recombination and electron-Rydberg scattering both take time, the electron temperature in the earliest phase is determined primarily by disorder-induced heating [9,25].

The work of [14] showed that electron screening changed the “final” temperature to which the plasma ions equilibrated at the end of their disorder-induced heating phase. This happens because screening softens the local potential in which the ions move. It was shown in [14] that the initial ion heating occurred during one plasma period. However, electron screening should also change the time scale for this heating. In fact, it may be possible to use the ion heating rate to estimate the electron screening length and thereby determine the electron temperature as it evolves during the earliest times in the plasma history.

V. CONCLUSION

We present measurements and simulations of laser-induced fluorescence of ions in an ultracold neutral plasma. In the simulation, the ions interact via the Yukawa potential. The ion position and velocity are calculated as a function of time, including the influence of ions in the cell as well as the overall plasma expansion. At each time step we solve the optical Bloch equations and track the excited-state population to simulate the fluorescence signal. We find good agreement between simulation and experiment.

Fluorescence measurements can be used to probe the early-time ion dynamics over a wide range of initial plasma densities. The ability to accurately calculate fluorescence properties of ultracold plasmas makes it possible to quantitatively interpret laser-induced fluorescence signals from ultracold plasmas. The influence of an external magnetic field, probe laser detuning, varying optical depth in the plasma, displacing the probe laser beam from the center of the plasma, and other important effects can be calculated as straightforward extensions of our approach.

Future work will focus on the agreement at higher densities in the plasma. This regime is important to understand because it is where many-body effects are likely to appear. Work at lower initial electron temperature is also interesting.
for the same reason. At the very lowest initial electron temperature or at the highest plasma densities, the energy scale in the simulation is determined only by the disorder-induced heating, both for electrons and ions. Comparing the Yukawa simulation, the experiment, and a direct molecular dynamics calculation would provide good insight into the onset of correlations in this regime.
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