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**A MATHEMATICAL MODEL FOR SPATIALLY VARYING EXTRACELLULAR MATRIX ALIGNMENT**

JOHN C. DALLON † AND JONATHAN A. SHERRATT‡

**Abstract.** Orientation of extracellular matrix fibers in the skin is a key ingredient of tissue appearance and function, and differences in fiber alignment are one of the main distinctions between scar tissue and normal skin. In this paper, the authors develop a mathematical model for alignment of collagen fibers and the fibroblast cells that remodel them; the model extends previous work in which spatial variation was excluded. Numerical simulations of the model are presented, which show spatial variations in alignment over long transients, but with spatially uniform behavior in the long term. This is investigated further via asymptotic analysis, using the angular diffusion coefficient as a small parameter. This method enables calculation of the form of the steady state orientation peaks observed numerically; by considering behavior at large times, the rate of approach to these peaks is shown to be exponential. Extension of this analysis to the spatially varying model confirms that long-time behavior will be spatially uniform except in one special, and biologically unrealistic, case. The authors conclude that the spatially varying alignment patterns observed in skin are in fact slow transients, and biological implications of the modeling are discussed.
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1. Introduction. Alignment and orientation phenomena abound in the natural world. These include ecological, biological and physical processes such as animal herds, schools of fish [18], dense fibroblast aggregates [16], actin filaments [22], extracellular matrix [25] and molecular collagen structures [2]. Understanding the factors which influence alignment allows manipulation and alteration of the system’s structure, thereby influencing different factors such as survivability of a population or properties of a material. Because of its significance in applications, there have been many attempts to model and understand alignment; for example in animal herds [5], in fibroblasts [14, 15], in actin filaments [11, 3, 24] and in the extracellular matrix [1, 20].

This paper is concerned with the alignment of the extracellular matrix of skin and connective tissue which are composed primarily of the protein collagen. In these tissues it forms a fibrous network that is created and maintained by cells called fibroblasts. During wound healing many complicated processes interact to repair the wound. One of the first events is the formation of a blood clot, composed of the protein fibrin, in the wound space. Within 24 to 48 hours the fibroblasts in surrounding skin begin to invade the fibrin clot, dissolving and replacing it with new tissue as well as contracting the wound region. Thus the fibrin clot is the start of a provisional matrix that changes as the wound heals, and is eventually replaced by a fibrous matrix composed mainly of collagen. This new tissue, known as a scar, is different from the surrounding tissue. One characteristic of scars is a greater degree of alignment than normal tissue [9, 4]. By understanding the interaction between the cells and the fibrous matrix, it may be possible to manipulate the network produced in wound repair, and thereby to reduce the extent of scarring. Indeed, the first anti-scarring
therapies are currently being used in clinical trials, and their refinement depends on a
detailed understanding of collagen fiber reorientation by fibroblast cells. Because we
are focusing on this one process which occurs throughout wound healing, our model
does not correspond to any particular temporal phase of healing. However, a great
many other processes occur in parallel with matrix production and remodelling by
fibroblasts, including mechanical contraction, blood vessel ingrowth and epidermal
repair. These have all been the subject of previous modeling studies, and form part
of a body of work whose long-term result may be a coordinated model of the whole
of wound healing.

There have been earlier attempts to study fibroblast alignment using the same
type of modeling we use here, but they were concerned with interactions between
fibroblasts, in dense cell populations, rather than interactions between fibroblasts
and the matrix on which they move [16]. In other work, the interactions between
fibroblasts and the matrix are considered using very different formulations: with the
matrix being modeled as a viscoelastic substance [1], through the use of reaction
diffusion equations [20, 19] and incorporating a discrete formulation to model the
cells [7]. All of these efforts have led to a greater understanding of alignment and the
interplay between fibroblasts and the extracellular matrix which will impact wound
healing and artificial tissue engineering.

Previously we developed a spatially uniform model for collagen orientation [6]
based on a system of integrodifferential equations. Here we extend that work by
including spatial variation into the model. Although several authors have worked
on alignment problems, only a few have considered spatial variation using continuous
angular and spatial variation [15, 1]. Adding the spatial component involves including
one to three extra dimensions to the problem, decreasing the feasibility of generating
numerical solutions. In addition, the new spatial interactions also complicate any
analytical treatment. Of the works cited above, [1] concentrates on tissue mechanics
in a continuum dynamics framework and [15], which we discuss further in § 3, consider
spatial interactions which are very different from ours. The rest of the paper is
organized in the following manner. First we describe the original spatially uniform
model and then extend the model to include variations in space. Following that, in
§ 4 we numerically investigate solutions of the extended model. In § 5 and § 7 we
analyze first the spatially uniform model and then the extended model. Finally we
conclude with a discussion of the implications and potential applications of the work.

2. The Spatially Uniform Model. In this model we consider collagen and
fibroblasts located at the same point in space which vary in orientation. Their
respective densities are represented by \( c(t, \theta) \) and \( f(t, \theta) \) where \( t \) is scaled time and \( \theta \) is
the angle of orientation with respect to an arbitrary reference direction; \( c \) and \( f \) must
be periodic in \( \theta \). Because the collagen forms fibers, which are assumed to be smooth,
we take its orientation to be in the direction of its tangent line. This direction can be
represented by either \( \theta \) or \( \pi + \theta \) giving \( c \) a period of \( \pi \), whereas \( f \) is \( 2\pi \) periodic. We
phenomenologically model only three aspects of the system: angular diffusion of the
fibroblasts, “contact guidance” and reorientation of collagen. All of these contribute
to the angular flux of either the fibroblasts or the collagen. First, we allow the fibro-
blasts to reorient due to their random motion. This is modeled with a diffusive term
in angle space, using a constant diffusion coefficient. Second, we model the ability of
fibroblasts to align themselves in the direction of the fibers making up the substrate
[12], a phenomenon called “contact guidance”. This is done by including the flux
term \( f \frac{\partial}{\partial \theta} (W_1 * c) \) which causes fibroblasts to move up angular gradients of a weighted
average of the collagen density. The weighted average is given by convolving $c$ with a kernel $W_1$ in the standard way defined by:

$$(W_1 * c)(\theta) = \int_{\phi=0}^{\pi} W_1(\theta - \phi)c(\phi) \, d\phi .$$

Note that this integration is over one period of $c$. Since the fibroblasts and the collagen are at the same location in space, they will influence each other even if their orientations are different. The convolution represents this long range angular interaction in the system.

Finally, as the third aspect of the system, we model the ability of the fibroblasts to alter the collagen fibers with a collagen flux term similar to that in the fibroblast equation. The use of an advective term to describe the remodeling of collagen by fibroblasts is simply a first approximation, made in the absence of detailed information about what is happening at the cellular level. In reality the process is a complex one, in which fibroblasts degrade and produce collagen as well as exerting mechanical forces on the fibers, resulting in their reorientation. For simplicity we assume no net production and consider all the remodeling as reorientation. The model is given by:

$$\frac{\partial f}{\partial t} = \frac{\partial}{\partial \theta} \left( D \frac{\partial f}{\partial \theta} - f \frac{\partial}{\partial \theta} (W_1 * c) \right) \quad \text{(2.2)}$$

$$\frac{\partial c}{\partial t} = -\alpha \frac{\partial}{\partial \theta} \left( c(W_2 * f) \frac{\partial}{\partial \theta} (W_3 * f) \right) \quad \text{(2.3)}$$

where $D$ and $\alpha$ are positive constants. In the convolutions in (2.3), the integrals are over one period of $f$, that is between 0 and $2\pi$. Note that the coefficient for the second term in equation 2.2 is taken to be one without loss of generality, by a rescaling of time (see [6] for details). The parameter $\alpha$ is a measure of the relative strength of how effectively the fibroblasts reorient the collagen compared to how effectively the collagen aligns the fibroblasts. The orientation terms in the two equations clearly differ, with the reorientation rate of collagen depending on both fibroblast density and its derivative, whereas the reorientation rate of fibroblasts depends only on the derivative of collagen density. This is because the orientation of collagen by fibroblasts is an active process and depends on how many fibroblasts are doing the remodeling. In reality, both terms should also be multiplied by coefficients depending on local fibroblast and collagen densities, but we neglect this in the absence of any experimental data that would determine the appropriate forms.

As one expects intuitively, the properties of the kernels are key in determining the behavior of the solutions of 2.2 and 2.3. If $W_1'(0) = W_2'(0) = W_3'(0) = 0$, isolated peaks of collagen and fibroblasts can be steady states. These conditions are implied by the natural biological assumptions that the kernels are differentiable and even functions. Only the magnitude of the difference between the orientation of the collagen and the fibroblasts should be important, not the sign, or in other words the kernels should be even functions. In addition, the direction of the fibroblast along the fibers should not be important, and thus we assume $W_2$ and $W_3$ are $\pi$ periodic functions. Due to
the periodicity of $c$, $W_1$ is also assumed to be $\pi$ periodic. For the majority of our numerical simulations we will take $W_1 = 2W_2 = 2W_3 = W$ where

$$W(\theta) = \begin{cases} C e^{-a \theta^2} & \text{for } \theta^2 \leq \frac{1}{a} \ln \frac{\mu}{C} \\ 0 & \text{for } \frac{1}{a} \ln \frac{\mu}{C} < \theta^2 \leq \frac{\pi}{4} \\ \text{the periodic extension} & \text{otherwise,} \end{cases}$$

$a = 4$, $\mu = 5 \times 10^{-5}$ and

$$\frac{1}{C} = \int_{-\pi/2}^{\pi/2} W(x) \, dx.$$

The constant $C$ and the factors of 2 are chosen so that the area under the kernels, over the period of $c$ for $W_1$, and of $f$ for $W_2$ and $W_3$, is 1. The affects of altering the kernels and other results are discussed in detail elsewhere [6]. We now summarize some of those results in order to give an understanding of the behavior of the solutions and thus provide the background to the new material presented in this paper.

Other than the uniform steady state, which is unstable, the key type of steady state solution is one where the collagen and fibroblasts align predominantly in coinciding isolated peaks at discrete orientations. When orientation peaks are close enough, specifically within half of the support of the kernels, they will interact with each other, eventually merging to form one peak at an intermediate orientation. The two parameters in the system, $D$ and $\alpha$ affect the transient behavior but have little impact on the qualitative long term behavior of the system. Of course as $D$ increases, the fibroblasts become less localized about the orientation peak. The location and number of orientation peaks that form is heavily influenced by the initial distribution of the collagen and fibroblasts.

3. Extended Model Including Spatial Term. Because fibroblasts move as they reorganize the extracellular matrix and because the orientation of the extracellular matrix can vary in space, we extend our model to include spatial variation in two dimensions. In order to do this, we let $f$ and $c$ depend on $x$, a point in the plane, as well as orientation and time i.e., $f(t, \theta, x)$ and $c(t, \theta, x)$. Because we assume collagen is not being spatially moved but is only being reoriented, there is no spatial flux for collagen and equation 2.3 remains the same. The fibroblasts on the other hand do move actively, and equation 2.2 must now include a term for the spatial flux. The velocity of the cells is given by $v = s(c)\hat{v}$, where $s$ is the speed and $\hat{v}$ is a unit vector in the direction of motion. We assume the speed is a function of collagen density and can thus allow for the biologically realistic case of no cell motion when there is no collagen present. The direction of motion is determined by the cell’s orientation so that $\hat{v} = (\cos \theta, \sin \theta)$. The spatial flux is $fv$ giving

$$\frac{\partial f}{\partial t} = \partial_\theta \left( D \partial_\theta f - f \partial_\theta (W_1 * c) \right) - \nabla_x \cdot \left( f s(c)\hat{v} \right)$$

in place of equation 2.2. We do not include a spatial diffusive term since biologically diffusive reorientation is likely to be the dominant cause of the spatial spread.

The other work, similar to ours, considering spatial effects of orientation [15] does so in a very different manner. In that work the authors consider three models with
different spatial interactions. In the first, the spatial component includes diffusion and alignment due to spatial interactions between objects. This spatial interaction is modeled by having a multi-dimensional kernel integrated over space and time. Thus objects move in space via diffusion and in order to obtain a preferable spacing with one another. In the second model the authors include an additional spatial flux where the objects move up concentration gradients in order to aggregate, and in the final model, which is a simplification of the second, the objects instantaneously move up the gradient. They then consider the linear stability of the homogeneous solutions and compare the results with cellular automata models. As stated earlier, we incorporate the long range angular interaction in the same manner as the other authors using convolution terms, but in our model we consider interactions between two differing populations, cells and matrix. Our spatial interaction is very different and does not involve the kernels or any long range spatial attractions or motion towards dense aggregates. It is simply determined by the active motion of cells in the direction in which they are oriented.

4. Numerical Solutions. In order to numerically solve equations 3.1 and 2.3 we keep the angular flux in conservation form and use a centered difference approximation. The spatial flux is discretized, with upwinding according to the direction in which the cells are moving [13]. Other numerical methods were investigated for the spatial flux term, including a Lax–Wendroff method. This resulted in less dispersion for spatial waves of fibroblasts, but was computationally less efficient. Since we are primarily interested in steady states and the long term behavior of the solutions, we opted to use the upwind method. We solve the system using Euler’s method and limit the angular flux with the method described in previously [6]. Because of computational limitations, unless otherwise noted we consider a spatial domain where the solutions are homogeneous in one direction, allowing us to solve the problem in one space dimension instead of two.

4.1. No Flux Boundary Conditions. First we consider the case where there is no spatial flux at the boundaries of the spatial domain. (The angular domain has periodic boundary conditions as stated earlier.) This means that

\[ \int_{-\pi}^{\pi} f_s(c) \hat{v} \, d\theta = 0 \text{ for } x = 0, L. \]  

There are several pointwise boundary conditions which will satisfy equation 4.1. One interpretation of this boundary condition is a physical boundary such as the edge of a petri dish where the fibroblasts are prevented from leaving the domain. In this case, the cells will alter their direction of motion and remain in the domain. Most experiments focus on fibroblast motion away from boundaries in order to minimize their effects. Due to the lack of reported information about cellular behavior at physical obstacles, we consider several different boundary conditions which seem intuitively reasonable.

4.1.1. Reversing Cells. First we assume that the cells reverse and re-enter the domain at an angle 180 degrees different from their previous orientation. The pointwise condition satisfying equation 4.1 and representing the situation described above is

\[ f(t, \theta, x)s(c(t, \theta, x))\hat{v}(\theta) = -f(t, \theta + \pi, x)s(c(t, \theta + \pi, x))\hat{v}(\theta + \pi) \]
for \( x = 0, L \). At first look this condition does not seem sufficient to determine the solutions, but since the orientation determines the direction of cell motion for any given \( \theta \), only one set of boundary conditions is necessary, i.e. for \( \theta \in [-\frac{\pi}{2}, \frac{\pi}{2}] \) the fibroblasts are all moving to the right and only the boundary conditions at \( x = 0 \) are necessary. By considering \( \pi \) periodic solutions of \( f \) (\( c \) is \( \pi \) periodic and \( \hat{v}(\theta) = -\hat{v}(\theta + \pi) \)) equation 4.2 will be satisfied and it is consistent with the biological condition of having the cells reverse at the boundary. Biologically, \( \pi \) periodic solutions of \( f \) are expected since there is no bias in the direction in which the cells line up and move along the collagen fibers. Thus we are assuming that the fibroblasts are localized in two peaks separated in orientation by \( \pi \). The following simulations use the boundary condition (4.1), but first we mention two other cases which satisfy equation 4.2 that are not reversing cells. The first is when \( s = 0 \) at the boundary and the cells stop moving and the second consists of solutions where the fibroblasts at both boundaries are oriented at either \( \frac{\pi}{2} \) or \( \frac{3\pi}{2} \) and move parallel to the boundary. In both of these special cases the cells end up aggregating to the boundaries and staying there.

Figure 4.1 shows a solution when the collagen is initially isotropic and uniformly distributed in the domain, and the fibroblasts are localized between \( x = 0.5L \) and \( x = 0.8L \) with orientation \( 1.3\pi \). As time proceeds the fibroblasts remain localized in both space and orientation moving across the domain. When they arrive at the boundary they reverse and begin moving across the domain in the opposite direction (at a new orientation a distance \( \pi \), in angle space, away from the previous orientation). In addition the fibroblasts are orienting the collagen into the direction of their motion. Depending on initial conditions, solutions can develop transient spatial patterns but they eventually become uniform in space with the collagen and fibroblasts forming density peaks at isolated directions. This holds true for a wide variety of initial conditions and parameter sets. Figure 4.2 shows contour plots for the collagen density at the beginning of a simulation, an intermediate time and a long time solution that appears to be the steady state configuration for a typical simulation. The final angle at which the collagen becomes oriented, when the initial conditions are of the type shown in figure 4.2, is plotted in figure 4.3. When the collagen is given two initial orientations, \( \theta_1 \) and \( \theta_2 \), the final orientation is approximately the weighted average of the two initial orientations, i.e. \( a\theta_1 + (1-a)\theta_2 \) where \( a \) is the proportion of the spatial domain where the collagen has the orientation \( \theta_1 \). The final orientation of the collagen does not seem to depend on the parameters and is insensitive to the choice of the speed function \( s \). We ran several tests varying the parameters and using different functions for \( s \) which were non-decreasing with respect to \( c \) and obtained the same results. Of course the transient behavior varies with parameters, and the time taken to arrive at the steady state solution is highly dependent on the values of \( \alpha \) and \( s \). Figure 4.4 shows the collagen density at an intermediate time for different parameters and speed.

There is a pathological case, if the shorter interval between the two initial orientations, \( \theta_1 \) and \( \theta_2 \), includes \( \frac{\pi}{2} \). In this case the cells will, in the one dimensional situation we consider, stop moving in space when they are oriented at \( \frac{\pi}{2} \). Thus as the fibroblasts reorient from \( \theta_1 \) to \( \theta_2 \) or vice versa the majority will, as they orient in the direction \( \frac{\pi}{2} \), stop moving, aggregate in space and dramatically slow the evolution of the system towards a uniform steady state.

### 4.1.2. Other no flux boundary conditions.

There are other boundary conditions which would satisfy the no flux requirement given in equations 4.1. We will briefly discuss three other possibilities. The first is when the cells move parallel to
Fig. 4.1. The collagen and fibroblast densities in (a) and (b) are shown at \( t = 4.5 \). The fibroblasts have not yet traversed the entire spatial domain, thus the collagen is only oriented predominantly in one direction where the fibroblasts have been. The dotted line at the bottom is the contour for collagen (a) or fibroblast (b) density equal to 1. In (c) the total fibroblast density is plotted with respect to \( x \) with two adjacent lines representing the solution at two times differing by 0.1 units. As the fibroblasts reflect off the boundary the density at one space point increases as the fibroblasts turn around and start moving in the other direction. So near the boundary the fibroblasts are localized into two groups which spatially overlap but have different orientations. The collagen is initially uniformly distributed in the domain and the fibroblasts are localized at one orientation, \( 1.3\pi \) and to part of the spatial domain, \( x = 0.5L \) to \( x = 0.8L \). The parameters used are \( D = 0.02 \), \( \alpha = 0.3 \), \( L = 1 \) and \( s = 0.2 \). For the discretization we use \( ht = 0.01 \), \( hx = \frac{L}{50} \) and \( h\theta = \frac{\pi}{50} \) as the time, space and angular step sizes respectively.
Fig. 4.2. The contour plots of the collagen density are shown for the initial conditions in (a), at $t = 10$ in (b) and at $t = 700$ in (c). The collagen is initially oriented in two directions $\theta_1 = 0.6\pi$ and $\theta_2 = 0.9\pi$. In the interval $x = 0$ thru $x = aL$ where $a = 0.6$ the collagen is oriented at angle $\theta_1$ and for the rest of the interval it is oriented at angle $\theta_2$. The fibroblasts are uniformly distributed in the domain. The parameters used are $D = 0.01$, $\alpha = 2.0$, $L = 1$ and $s = 0.3$. The discretization is the same as figure 4.1 except $ht = 0.01$.

for $x = 0, L$. In order for solutions with localized peaks of orientation to satisfy this boundary condition and be a steady state, the peaks should be evenly spaced in the

The boundary, which could result in encapsulation of regions such as occurs when connective tissue encapsulates organs [25, 8] or in tumour encapsulation [23, 17]. Another possible no flux boundary condition would have the cells randomly alter their direction when they encounter the boundary. The final no flux boundary condition we mention is one where the cells “reflect” off the boundary in a manner similar to the reflection of light off a mirror. This condition gives rise to the following equation:

$$f(t, \theta, x)s(c(t, \theta, x))\hat{v}(\theta) = -f(t, \pi - \theta, x)s(c(t, \pi - \theta, x))\hat{v}(\pi - \theta).$$

(4.3)
Fig. 4.3. The relationship between the final orientation of the collagen and one of the two initial orientations, $\theta_1$, is plotted. The black squares are data from several different simulations and the solid line is $a\theta_2 + (1 - a)\theta_1$ with $a = 0.5$ and $\theta_2 = 3.08$. The initial conditions for the simulations are the same as in figure 4.2 with $a = 0.5$, $\theta_2 = 3.08$, $\theta_1$ is varied for each simulation and with the same parameters and discretization. The simulations were run up to time 1000. In all simulations the collagen density was concentrated at either one or two adjacent angular grid points for all space. The final angle was taken to be the one angle or the average of the two adjacent grid points.

Fig. 4.4. The contour plots of collagen density are shown for different simulations at time 10. In (a) $\alpha = 0.6$ and in (c) $s = \frac{\theta_2}{\theta_2 + c}$; otherwise the initial conditions and parameters are the same as those for figure 4.2. The contour lines are for densities of 0.05, 0.5, and 5.

interval 0 to $\pi$. In this manner they are placed symmetrically with respect to one another and the influence of a neighboring peak aligning the densities to its orientation is balanced by another neighboring peak on the opposite side. Intuition as well as numerical simulations suggest that solutions of this type are unstable if there are more than two orientational peaks of collagen [6]. Thus the only stable configurations seem to be with the collagen oriented at $\frac{\pi}{2}$, 0 or a combination of the two.
Fig. 4.5. The contour plots of the collagen (a) and fibroblast densities (b) are shown at time 1000. The boundary conditions are given by $f = 0$ except at $\theta_1$ for $x = 0$ and $\theta_2$ for $x = L$. In (a) and (b) the solution seems to be tending towards a spatially uniform steady state except near the imposed boundary. The initial conditions are given by setting the fibroblast density to zero except at one orientation on each spatial boundary with $\theta_1 = 0.69$ and $\theta_2 = 1.82$. The collagen is initially uniform in space and orientation. The contour lines are for densities of 3 and 10. The parameters are the same as those given for figure 4.2 with the discretization differing only by $ht = 0.001$. If $\theta_1$ and $\theta_2$ differ by $\frac{\pi}{2}$ then two isolated peaks of collagen will form at each of those angles. This is due to the size of the support of $W$ (see [6]).

4.2. Dirichlet Boundary Conditions. The last boundary conditions we will mention are of Dirichlet type. Again, because the orientation determines the direction of the cells at the boundary, we need only specify half the boundary values i.e.,

$$f(t, \theta, 0) = g_1(\theta) \text{ for } \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]$$

$$f(t, \theta, L) = g_2(\theta) \text{ for } \theta \in \left[ \frac{\pi}{2}, \frac{3\pi}{2} \right].$$

In figure 4.5, collagen and fibroblast contours are shown for simulations where $g_1$ and $g_2$ are zero for every point except one. This corresponds to having a constant density of fibroblasts at the boundary aligned in one direction on each boundary. As can be seen in the figure, the solution is tending to a profile with all the collagen and fibroblasts aligned in one direction except at one of the boundaries, where the alignment changes in a small spatial region to the imposed value. The alignment which dominates is not affected by the parameters but is determined by the imposed boundary conditions. If the two orientations given at the boundaries are $\theta_1$ and $\theta_2$ and if $| \cos \theta_1 | > | \cos \theta_2 |$, then $\theta_1$ will be the predominant orientation. The reason for this is the cells with the largest horizontal component of motion out compete the other cells in reorienting the collagen. All these results indicate that the behavior of the fibroblasts at barriers could be fundamental to the type of alignment that arises.

From our numerical simulations it seems that steady state solutions which vary in space are not easily formed. In the next sections we will support this with some analytical results. First we start with the spatially uniform case, developing an asymptotic solution which we will then extend to the spatially varying model.
5. Asymptotic Analysis for the Spatially Uniform Model. We know that when $D = 0$, peak solutions of equations 2.2 and 2.3 can be steady states [6]. Intuitively we expect the fibroblast density to spread out and be less localized as $D$ increases, and numerically this is confirmed, with the behavior of the solutions not being sensitive to small variations in $D$. In order to continue with our analysis we will follow the method used in [16] where the authors consider a singular perturbation problem with a small diffusion coefficient by scaling the variable, assuming solutions of the form

\[ u(z) = \exp \left( -\frac{\zeta(z)}{\epsilon} \right) \]

and looking for an expansion in powers of $\epsilon$. Because we already know that when $D = 0$, solutions which are localized to one orientation are possible steady states, we also look for an asymptotic expansion of the solution when $D$ is small. This case, when the diffusion coefficient is small when compared to one i.e., $D \ll 1$, means that the orienting effect of the collagen is much greater than the disorienting effect of the random diffusion. From experiments [12], an upper bound on the diffusion coefficient has been estimated to be 0.27 [6].

5.1. Smooth form of $c$. We look for an asymptotic expansion of a steady state solution centered at $\theta = 0$. We make the natural assumption that both $f$ and $c$ are smooth and differentiable; in fact, we will show that these are inappropriate and will revise the calculation in §5.2. The total mass of fibroblasts and collagen is conserved, and we let \[ \int f d\theta = M_f \text{ and } \int c d\theta = M_c. \]

First we set the left hand side of equations 2.2 and 2.3 to zero and integrate giving

\[ \epsilon \frac{\partial f}{\partial \theta} = f \frac{\partial}{\partial \theta} (W_1 * c) + K(\epsilon) \]

and

\[ A(\epsilon) = c(\theta)(W_2 * f)(\theta) \frac{\partial}{\partial \theta} (W_3 * f)(\theta). \]

We then rescale $\theta$ and the variable of integration in the convolutions, $\bar{y}$, so that $\phi = \theta \sqrt{\epsilon}$ and $y = \bar{y} \sqrt{\epsilon}$. In addition, the supports of $f$ and $c$ shrink as $\epsilon \to 0$, but we require $\int f$ and $\int c$ to remain constant, so we let $F(\phi) = \nu(\epsilon) f(\sqrt{\epsilon} \phi)$ and $C(\phi) = \eta(\epsilon) c(\sqrt{\epsilon} \phi)$. Making these changes of variable gives

\[ \epsilon \frac{\partial F}{\partial \phi} = \frac{1}{\eta(\epsilon)} F \frac{\partial}{\partial \phi} \int_{-\frac{\pi}{\sqrt{\epsilon}}}^{\frac{\pi}{\sqrt{\epsilon}}} W_1(\sqrt{\epsilon}(\phi - y)) C(y) \sqrt{\epsilon} dy + \sqrt{\epsilon} \nu(\epsilon) K(\epsilon) \]

and

\[ \sqrt{\epsilon} \eta(\epsilon) A(\epsilon) = \frac{C(\phi)}{\nu(\epsilon)^2} \left( \int_{-\frac{\pi}{\sqrt{\epsilon}}}^{\frac{\pi}{\sqrt{\epsilon}}} W_2(\sqrt{\epsilon}(\phi - y)) F(y) \sqrt{\epsilon} dy \right) \]

\[ \times \frac{\partial}{\partial \phi} \left( \int_{-\frac{\pi}{\sqrt{\epsilon}}}^{\frac{\pi}{\sqrt{\epsilon}}} W_3(\sqrt{\epsilon}(\phi - y)) F(y) \sqrt{\epsilon} dy \right). \]

The solutions of $F$ and $C$ are periodic, but we are considering solutions that become more highly localized in orientation space as $\epsilon$ gets smaller. If we ignore the periodicity and extend the functions beyond their periods in such a manner that they decay like exponentials then

\[ \int_{-\infty}^{\infty} F(y) dy = \int_{-\frac{\pi}{\sqrt{\epsilon}}}^{\frac{\pi}{\sqrt{\epsilon}}} F(y) dy + o(\epsilon^n) \]
for any $n$, with a similar equation holding for $C$. Expanding $W_i$ about 0 and recalling that $W'_i(0) = 0$ due to symmetry gives

$$\int_{-\sqrt{\epsilon}}^{\sqrt{\epsilon}} W_i(\sqrt{\epsilon}(\phi - y))F(y) \sqrt{\epsilon} \, dy = \sqrt{\epsilon} W_i(0) \int_{-\infty}^{\infty} F(y) \, dy + O(\epsilon)$$

Differentiating equation 5.7 with respect to $\phi$ gives

$$\frac{\partial}{\partial \phi} \int_{-\sqrt{\epsilon}}^{\sqrt{\epsilon}} W_i(\sqrt{\epsilon}(\phi - y))F(y) \sqrt{\epsilon} \, dy = \epsilon^2 W_i''(0) \frac{\partial}{\partial \phi} \int_{-\infty}^{\infty} F(y) \, dy + O(\epsilon)$$

for $i = 1, 2, 3$. Similar equations hold when $F$ is replaced by $C$, with the limits of integration changed to $-\frac{\pi}{2\sqrt{\epsilon}}$.

We now expand $F$, $C$ and the various constants as power series in $\epsilon^\frac{3}{2}$, with $F(\phi) = F_0(\phi) + \sqrt{\epsilon} F_1(\phi) + \cdots$, $C(\phi) = C_0(\phi) + \sqrt{\epsilon} C_1(\phi) + \cdots$, $A(\epsilon) = A_0 + \sqrt{\epsilon} A_1 + \cdots$ and $K(\epsilon) = K_0 + \sqrt{\epsilon} K_1 + \cdots$. Substituting 5.7 and 5.8 into equations 5.4 and 5.5 and collecting the first order terms gives

$$\epsilon \frac{\partial F_0(\phi)}{\partial \phi} + O(\epsilon^2) = \epsilon^2 F_0(\phi) W_1''(0) \phi \int_{-\infty}^{\infty} C_0(y) \, dy$$

$$- \frac{\epsilon^2}{\eta(\epsilon)} F_0(\phi) W_1''(0) \int_{-\infty}^{\infty} y C_0(y) \, dy$$

$$+ \frac{1}{\eta(\epsilon)} O(\epsilon^2) + \sqrt{\epsilon} \nu(\epsilon) K_0 + \nu(\epsilon) O(\epsilon)$$

$$\sqrt{\epsilon} \eta(\epsilon) A_0 + \eta(\epsilon) O(\epsilon)$$

The distinguished limit here is $\nu(\epsilon) = \sqrt{\epsilon}$ and $\eta(\epsilon) = \sqrt{\epsilon}$, which by changing variables gives

$$M_f = \int_{-\pi}^{\pi} f(\theta) \, d\theta = \int_{-\sqrt{\epsilon}}^{\sqrt{\epsilon}} \frac{F(\phi)}{\sqrt{\epsilon}} \sqrt{\epsilon} \, d\phi = \int_{-\infty}^{\infty} F_0(\phi) \, d\phi + o(\epsilon^n)$$

for any positive integer $n$ (a similar equation holds for $C$) and for the first order terms we have the following two equations

$$\frac{\partial F_0(\phi)}{\partial \phi} = F_0(\phi) W_1''(0) \left( \phi M_c - \int_{-\infty}^{\infty} y C_0(y) \, dy \right) + K_0$$

$$A_0 = C_0(\phi) W_2(0) W_3''(0) M_f \left[ \phi M_f - \int_{-\infty}^{\infty} z F_0(z) \, dz \right].$$
Solving these we get

\begin{equation}
F_0(\phi) = \left( K_0 \int \exp \left[ -W_1''(0) \left( M_c \phi^2 - Q \phi \right) \right] d\phi + B \right) \times \exp \left[ W_1''(0) \left( M_c \phi^2 - Q \phi \right) \right]
\end{equation}

(5.14)

\begin{equation}
C_0(\phi) = \frac{A_0}{W_2(0)W_3''(0) |M_f \phi - R|}
\end{equation}

(5.15)

where \( Q = \int_{-\infty}^{\infty} yC_0(y) dy \) and \( R = \int_{-\infty}^{\infty} yF_0(y) dy \).

The variable \( c \) represents a density which is always positive, but equation 5.15 changes sign when \( \phi = R/M_f \) unless \( A_0 = 0 \). In either case our analysis has given a result which is not biologically relevant. This is due to our assumed form of \( c \). By changing our assumptions on \( c \), below we derive a similar form for \( f \) which is relevant.

### 5.2. Dirac distribution for \( c \)

By allowing \( D \), the angular diffusion coefficient, to be nonzero we assumed the solutions of \( f \) become smooth and differentiable. Thus we did not need to treat them as distributions and consider weak solutions of the equations. The problem with the analysis in § 5.1 is that we assumed the same to be true of \( c \), that is we assumed \( c \) also became smooth when \( D \) was nonzero. In fact, neither the equations nor the numerical simulations justify this assumption and the analysis in §5.1 suggests that it is not true. Here, we again look for an asymptotic expansion of a steady state solution centered at \( \theta = 0 \). We assume, as suggested by numerical simulations, that \( f \) is smooth but that \( c \) is a Dirac distribution weighted by \( M_c \), the total mass of the collagen. Again the mass of fibroblasts is conserved and we let \( \int f d\theta = M_f \).

Since \( c \) is the Dirac distribution we cannot, as before, simply set the left hand side of equation 2.3 to zero and integrate. This time we must consider weak solutions i.e.,

\begin{equation}
0 = \int_{0}^{\pi} -\alpha \frac{\partial}{\partial \theta} \left( \delta(\theta)(W_2 * f)(\theta) \frac{\partial}{\partial \theta} (W_3 * f)(\theta) \right) \psi(\theta) d\theta
\end{equation}

(5.16)

where \( \psi \) is smooth and compactly supported, in other words a test function. Simplifying gives

\begin{equation}
0 = M_c(W_2 * f)(0) \frac{\partial}{\partial \theta} (W_3 * f)(0) \frac{d}{d\theta} \psi(0)
\end{equation}

(5.17)

which implies

\begin{equation}
0 = (W_2 * f)(0) \frac{\partial}{\partial \theta} (W_3 * f)(0).
\end{equation}

(5.18)

We assume that \( f \) and \( W_3 \) are even functions; we have chosen \( W_3 \) to be even and we are assuming that \( f \) is symmetric about its peak, since the cells have no orientational bias. Taking the integral in the convolution over an interval symmetric about zero gives

\begin{equation}
\frac{\partial}{\partial \theta} (W_3 * f)(0) = 0
\end{equation}

(5.19)

and the steady state condition given by equation 2.3 is satisfied.
Next we consider equation 2.2 by setting the left hand side equal to zero and integrating to get

\[ \epsilon \frac{\partial f}{\partial \theta} = M_c f W'_1 + K(\epsilon). \]

(5.20)

Now, as in § 5.1, we rescale \( \theta \) so that \( \phi = \frac{\theta}{\sqrt{\epsilon}} \) and let \( F(\phi) = \nu(\epsilon)f(\sqrt{\epsilon}\phi) \), which gives

\[ \epsilon \frac{dF}{d\phi} = M_c f W'_1(\sqrt{\epsilon}\phi) + \sqrt{\epsilon} \nu(\epsilon) K(\epsilon) \]

(5.21)

Expanding \( W'_1 \) about 0, differentiating and recalling that \( W''_1(0) = 0 \) gives

\[ \frac{d}{d\phi} W'_1(\sqrt{\epsilon}\phi) = W'''_1(0) \phi \epsilon + O(\epsilon^{3/2}). \]

(5.22)

Again, expanding as a power series in \( \epsilon^{1/2} \) gives

\[ F(\phi) = F_0 + \sqrt{\epsilon} F_1(\phi) + \epsilon F_2(\phi) + \cdots \]

and \( K(\epsilon) = K_0 + \sqrt{\epsilon} K_1 + \epsilon K_2 + \cdots \). Substituting into equation 5.21 gives

\[ \epsilon \frac{\partial F_0(\phi)}{\partial \phi} + O(\epsilon^{3/2}) = \epsilon F_0(\phi) M_c W''_1(0) \phi + \sqrt{\epsilon} \nu(\epsilon) K_0 + \nu(\epsilon) O(\epsilon) \]

(5.23)

Again, the distinguished limit is \( \nu(\epsilon) = \sqrt{\epsilon} \) which gives

\[ F_0(\phi) = \left( K_0 \int \exp \left[ -W''_1(0) M_c \frac{\phi^2}{2} \right] d\phi + B \right) \exp \left[ W''_1(0) M_c \frac{\phi^2}{2} \right]. \]

(5.24)

For a given \( \epsilon \), \( f \) is bounded so we take \( K_0 = 0 \). Since \( \int f = M_f \) the change of variables shows that

\[ M_f = \int F = \int F_0 + \sqrt{\epsilon} \int F_1 + \epsilon \int F_2 + \cdots \]

implying that \( \int F_0 = M_f \) and \( \int F_i = 0 \) for \( i = 1, 2, 3, \ldots \). Thus \( B = M_f \sqrt{-W''_1(0) M_c / 2\pi} \) and to leading order we have

\[ f \sim M_f \sqrt{-W''_1(0) M_c / 2\pi} \exp \left( W''_1(0) M_c \frac{\phi^2}{2} \right). \]

(5.25)

Collecting the \( \epsilon^{3/2} \) terms gives \( F_1 \) as

\[ F_1 = \left( C + B \frac{M_c W''_1(0)}{6} \phi^3 \right) \exp \left( W''_1(0) M_c \frac{\phi^2}{2} \right). \]

(5.26)

However, for the kernel \( W_1 \) we are considering, defined in equation 2.4, \( W''_1(0) = 0 \) and the integral condition from equation 5.25 gives \( C = 0 \). So we collect the \( \epsilon^2 \) terms, giving

\[ F_1 = \left( C + B \frac{M_c W''_1(0)}{24} \phi^4 \right) \exp \left( W''_1(0) M_c \frac{\phi^2}{2} \right). \]

(5.27)

However, for the kernel \( W_1 \) we are considering, defined in equation 2.4, \( W''_1(0) = 0 \) and the integral condition from equation 5.25 gives \( C = 0 \). So we collect the \( \epsilon^2 \) terms, giving

\[ F_1 = \left( D + B \frac{M_c W''_1(0)}{24} \phi^4 \right) \exp \left( W''_1(0) M_c \frac{\phi^2}{2} \right). \]

(5.28)
Here, the integral conditions 5.25 require $D = -\frac{BW_1^{(iv)}(0)}{8(W''(0))^2 M_c}$. Thus

$$f \sim M_c\sqrt{-\frac{W''(0)M_c}{2\pi\epsilon}}\left(1 - \epsilon \frac{W_1^{(iv)}(0)}{8(W''(0))^2 M_c} + M_cW_1^{(iv)}(0)\frac{\theta^4}{24\epsilon}\right)$$

$$\times \exp\left(W''(0)M_c\frac{\theta^2}{2\epsilon}\right)$$

where $W_1^{(iv)}$ denotes the fourth derivative of $W_1$. Figure 5.1 shows a comparison of the numerically calculated solution and the first two non zero terms of the asymptotic expansion shown in equation 5.29 for two values of $\epsilon$. Provided $\epsilon$ is fairly small, the asymptotic expansions agree very well with the numerical solutions.

6. Temporal Evolution of the Steady State. When extending our asymptotic expansion to the spatially varying model (equations 3.1 and 2.3), it will be necessary to consider the way in which $f$ and $c$ approach their equilibria at large times. Therefore, we now consider this approach in the spatially independent model; we consider only leading order terms as $\epsilon \to 0$ and $t \to \infty$. Since $c(\theta, t) \to M_c\delta(\theta)$ as $t \to \infty$ we hypothesize that at large times,

$$c(\theta, t) = M_c\frac{1}{\sqrt{\pi \gamma(t)}}\exp\left(-\frac{\theta^2}{\gamma(t)}\right)$$

(6.1)

to leading order, where $\gamma(t) \to 0$ as $t \to \infty$. Then

$$c * W_1(\theta) = \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} W_1(\theta - \bar{\theta})c(\bar{\theta}) d\bar{\theta}$$

$$= M_c\frac{1}{\sqrt{\pi \gamma(t)}}\int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} W_1(\theta - \bar{\theta})\exp\left(-\frac{\bar{\theta}^2}{\gamma(t)}\right) d\bar{\theta}$$
Expanding $W_1(\theta - \tilde{\theta})$ in a power series about $\tilde{\theta} = 0$, and applying Watson’s Lemma, gives

$$c \ast W_1(\theta) = M_c \frac{1}{\sqrt{\pi \gamma(t)}} \left[ W_1(\theta) \int_{-\infty}^{\infty} \exp \left( -\frac{\tilde{\theta}^2}{\gamma(t)} \right) d\tilde{\theta} \right. - \frac{W_1'(\theta)}{2} \int_{-\infty}^{\infty} \tilde{\theta} \exp \left( -\frac{\tilde{\theta}^2}{\gamma(t)} \right) d\tilde{\theta} + \frac{1}{2} W_1''(\theta) \int_{-\infty}^{\infty} \tilde{\theta}^2 \exp \left( -\frac{\tilde{\theta}^2}{\gamma(t)} \right) d\tilde{\theta} + \ldots \left. \right]$$

$$= M_c W_1(\theta) + M_c \frac{1}{4} \gamma(t) W_1''(\theta) + O(\gamma(t)^2).$$

Substituting this into 2.2 then gives

$$(6.2) \quad \frac{\partial f}{\partial t} = \epsilon \frac{\partial^2 f}{\partial \theta^2} = \frac{\partial}{\partial \theta} \left( f \left[ M_c W_1'(\theta) + M_c \frac{1}{4} \gamma(t) W_1''(\theta) + O(\gamma(t)^2) \right] \right)$$

In view of the leading order form given in 5.26 for $f$ at $t = \infty$, we expect a large time solution of the form

$$(6.3) \quad f = \frac{M_f}{\sqrt{\pi}} \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-\frac{1}{2}} \exp \left( -\frac{\theta^2}{\beta(t) - \frac{2\epsilon}{W_1''(0) M_c}} \right)$$

where $\beta(t) \to 0$ as $t \to \infty$. Then

$$\frac{\partial f}{\partial t} = \beta'(t)f \left[ -\frac{1}{2} \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-1} + \theta^2 \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-2} \right]$$

$$\frac{\partial f}{\partial \theta} = -2\theta f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-1}$$

$$\frac{\partial^2 f}{\partial \theta^2} = -2f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-1} + 4\theta^2 f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-2} \right.$$  

Substituting these into 6.2 gives

$$-\frac{1}{2} \beta'(t)f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-1} + \theta^2 \beta'(t)f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-2} =$$

$$-2\epsilon f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-1} + 4\epsilon \theta^2 f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-2}$$

$$+ 2\theta f \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)^{-1} \left[ M_c W_1''(\theta) + M_c \frac{1}{4} \gamma(t) W_1''(\theta) + O(\gamma(t)^2) \right]$$

$$- f \left[ M_c W_1''(\theta) + M_c \frac{1}{4} \gamma(t) W_1''(\theta) + O(\gamma(t)^2) \right].$$

Since $f$ is transcendentally small away from $\theta = 0$, we only require that this equation be satisfied near $\theta = 0$, which gives, to leading order,

$$\beta'(t) = 4\epsilon + 2M_c W_1''(0) \left( \beta(t) - \frac{2\epsilon}{W_1''(0) M_c} \right)$$

$$\Rightarrow \beta'(t) = 2M_c W_1''(0) \beta(t)$$

$$\Rightarrow \beta(t) = \exp \left( 2M_c W_1''(0) t \right) B_0$$
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for some constant \( B_0 \). Note that this decays to zero as \( t \to \infty \) since \( W''_1(0) < 0 \). Therefore the equilibrium solution form for \( f \) is approached exponentially quickly as \( t \to \infty \).

Turning now to the \( c \) equation 2.3, we have

\[
 f \ast W_i(\theta) = M_f W_i(\theta) + M_f \frac{1}{4} \left( \beta(t) - \frac{2 \epsilon}{W''_1(0) M_c} \right) W''_i(\theta) + O \left( \left[ \beta(t) - \frac{2 \epsilon}{W''_1(0) M_c} \right]^2 \right),
\]

for \( i = 2, 3 \), applying Watson’s Lemma to the convolution integral as above. Therefore

\[
 f \ast W_2(\theta) \frac{\partial}{\partial \theta} \left[ f \ast W_3(\theta) \right] = \left( M_f W_2(\theta) + M_f \frac{1}{4} \left( \beta(t) - \frac{2 \epsilon}{W''_1(0) M_c} \right) W''_2(\theta) \right) \times \left( M_f W'_3(\theta) + M_f \frac{1}{4} \left( \beta(t) - \frac{2 \epsilon}{W''_1(0) M_c} \right) W'''_3(\theta) \right)
\]

\[
+ O \left( \left[ \beta(t) - \frac{2 \epsilon}{W''_1(0) M_c} \right]^2 \right).
\]

Thus to leading order at large times

\[
 (6.4) \quad \frac{\partial c}{\partial t} = -\alpha \frac{\partial}{\partial \theta} (M_f^2 W_2(\theta) W'_3(\theta) c).
\]

Substituting equation 6.1 into this gives

\[
 -\frac{\gamma'(t)c}{2\gamma(t)} + \frac{\gamma'(t)c^2}{\gamma(t)^2} = -\alpha M_f^2 \left[ W'_2(\theta) W'_3(\theta) + W_2(\theta) W''_3(\theta) \right] c
\]

\[
+ \alpha M_f^2 W_2(\theta) W'_3(\theta) c \frac{2 \theta}{\gamma(t)} c.
\]

Again, since \( c \) is transcendentally small away from \( \theta = 0 \), this gives to leading order

\[
 \frac{\gamma'(t)}{\gamma(t)} = 2\alpha M_f^2 \left[ W'_2(0) W'_3(0) + W_2(0) W''_3(0) \right]
\]

\[
\Rightarrow \gamma(t) = C_0 \exp \left( 2\alpha M_f^2 \left[ W'_2(0) W'_3(0) + W_2(0) W''_3(0) \right] t \right),
\]

for some constant \( C_0 \). Thus \( c \) also approaches its final equilibrium exponentially, but at a rate that is, in general, different from that for \( f \).

7. Asymptotic Analysis for Extended Model. In skin, the collagen matrix forms a cross weave pattern where the collagen fibers orient in primarily two directions, approximately orthogonal, with the directions varying gradually in space. Thus we are interested in finding solutions which are peak-like in orientation space, but where the orientation peak varies in space; the numerical simulations discussed in §4 did not show any solutions of this type. To consider the possibilities analytically, we look for solutions of the type found in the asymptotic expansion for the spatially homogeneous model in §5, but with the peak varying with space i.e.,

\[
(7.1) \quad f = \frac{A}{\sqrt{\epsilon}} \exp \left( \frac{W''_1(0) M_c (\theta - g(x))^2}{2 \epsilon} \right)
\]

\[\text{(7.2)} \quad c = M_c \delta[\theta - g(x)].\]
By changing variables so that $\psi = \frac{\theta - g(x)}{\sqrt{\epsilon}}$ and $y = x$ and setting the left hand side to zero, equation 3.1 becomes

$$0 = \frac{1}{\epsilon} \frac{\partial}{\partial \psi} \left[ \epsilon \frac{\partial f}{\partial \psi} - f \frac{d}{d\psi} W_1(\sqrt{\epsilon} \psi) \right] - \nabla_y \cdot (fs(c)\hat{v}) - \frac{1}{\sqrt{\epsilon}} \nabla_y g \cdot \frac{\partial}{\partial \psi} (fs(c)\hat{v}).$$

Expanding $W_1$ in a Taylor’s series as in § 5 and simplifying gives

$$0 = \nabla_y \cdot (fs(c)\hat{v}) - \frac{1}{\sqrt{\epsilon}} \nabla_y g \cdot \frac{\partial}{\partial \psi} (fs(c)\hat{v}) + O(\epsilon)$$

which in turn simplifies to

$$0 = f \left( W''_1(0)Mc\psi s(c) + \frac{\partial}{\partial \psi} s(c) \right) \nabla_y g \cdot \hat{v} + O(\epsilon).$$

At least one of the three factors in the second term must be zero for the solution to be a steady state. Our assumed form of $f$ is never zero; we want spatially varying solutions so we assume that $\nabla_y g$ is not everywhere zero; $g$ is independent of $\psi$ and $\hat{v}$ depends on $\psi$ so $\nabla_y g$ is not orthogonal to $\hat{v}$ for all $\psi$. Thus we are left with the only remaining possibility that the product $s(c)f$ is constant. This obviously makes the spatial flux zero since in equation 3.1, the spatial flux will then become the spatial gradient of a constant multiplied by $\hat{v}$, which only depends upon $\theta$.

At $t = \infty$, $c$ is a delta function, and thus the condition that $s(c)f$ is constant does not give a meaningful relationship between $s(c)$ and $f$. However, at large times, we can use the leading order solution forms calculated in § 6 to extract such a relationship. This is possible when the solution forms are such that $f$ can be written as a function of $c$. Comparing equations 6.1 and 6.3, this is possible only when $\epsilon = 0$ and $\frac{\gamma(t)}{\beta(t)}$ is a constant, that is when

$$M_cW''_1(0) = \alpha M_f^2 \left[ W'_2(0)W'_3(0) + W_2(0)W''_3(0) \right]$$

Then, in this special case when $\frac{\gamma(t)}{\beta(t)} = \zeta_0$,

$$f = \frac{M_f}{M_c^\alpha} \gamma(t)^{\frac{\alpha-1}{2}} e^{\zeta_0}.$$

The constant $\zeta_0$ will depend on initial conditions rather than parameters. If conditions are such that $\zeta_0 = 1$, then

$$f = \frac{M_f}{M_c} c$$

and thus the requirement for a spatially varying solution becomes $s(c) \propto 1/c$. For $s(c)$ of this form, then, our analysis predicts that a range of initial conditions will tend to
spatially varying peak-like solutions of the form in equation 7.1. However, this special case is biologically unrealistic, indicating that the fibroblasts decrease in speed when there is collagen present. Although fibroblast speed probably does decrease at high collagen densities, it will also decrease at low densities (becoming zero when there is no collagen for the cells to move on), with maximum speed at an intermediate value.

8. Discussion. We are interested in finding solutions with alignment that is not uniform in space. This is particularly relevant for the skin, where the orientation of the extracellular matrix varies in space. Our numerical simulations suggest that solutions tend to a spatially uniform steady state. Other than the special case mentioned above when $s(c) \propto 1/c$, the analysis performed also predicts that as $D \to 0$ the solutions eventually become uniform in space. Our analysis only considers a particular solution form, with isolated peaks in orientation space and with the spatial variation only entailing a shift in the orientation peak. Although this is a very natural form to study, many other forms of spatial variation are clearly possible. However, none are found in our numerical simulations.

One possibility we have not thus far considered is spatial variation of coefficients. The extracellular matrix in the skin is a very complex structure which could easily alter the effective diffusive ability of a chemical, for example via the chemical binding more readily in some regions of the matrix. In addition, $\alpha$, which is a measure of the ability of the fibroblasts to orient the matrix, could easily vary in space due to more cross linking of the matrix in regions or higher concentrations of the various cytokines which affect the fibroblasts. Our investigation of this found that spatially varying the diffusion coefficient $D$ and $\alpha$ does not seem to give rise to spatial variation in the solution. Spatial variations in $D$ and $\alpha$ do generate alignment patterns at intermediate times, but the long term behavior is not changed. The most interesting transients are obtained by varying $D$. As mentioned in §2, the isotropic or uniform steady state is unstable. For low values of the diffusion coefficient, the linear analysis suggests, and numerical simulations confirm, that two peaks of collagen orientation should grow and for higher values of $D$ only one peak should emerge [6]. By setting $D$ to be low in one half of the domain and large in the other half, two peaks form transiently in one region with one peak in the other, but the final orientation is still spatially uniform (figures 8.1 and 8.2). Once the peaks begin to grow, cells with an intermediate orientation move into the portion of the domain with two orientational peaks, causing these two peaks to merge and coalesce.

When the skin is damaged, a host of processes are initiated which usually result in the injury being repaired so that the new tissue is different from normal tissue, i.e. scarring. There are several differences between scar tissue and normal tissue including a lack of hair follicles and sweat glands, different proportions of collagen types, a more aligned collagen matrix, and a denser collagen structure [9]. These differences can have the adverse consequences of weaker and less functional tissue, as well as cosmetic differences. We conclude that for wound healing and tissue regeneration the transient behavior of the solutions presented in this paper are most biologically relevant. This is due to the very complex and dynamic nature of skin and the wound healing process. During tissue regeneration the properties of the fibroblasts are altered and other processes such as wound contraction and inflammation interact with the system. This causes the fibroblasts to be activated and then, after a period of months, to return to a relatively inactive state [4]. Any transient behavior of the solutions in this time frame would be the final outcome for practical purposes. In addition, as
shown earlier, the boundary conditions play an important role in determining how the solution will behave. For scar tissue formation this would means that the size of the wound and the properties of the adjacent tissue are important.

Although much has been done in the study of alignment, there is still a need for further study. In our work an obvious next step is the further refinement of the fully two dimensional model to allow a comprehensive numerical investigation and the inclusion of a third spatial dimension. To make this modeling work more applicable to wound healing, many of the other processes which occur must be integrated into
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Fig. 8.2. Isoclines for the collagen density are shown for a two-dimensional simulation similar to that in figure 8.1, at $t \approx 200$. The isocline is plotted for a density of approximately 1. The parameters are the same as those in figure 8.1 except $ht = 0.001$, $\alpha = 0.3$, $s = 3$ and $D = 0$ for half the spatial domain and $D = 0.3$ for the other half. The $y$ direction has periodic boundary conditions and is discretized using 30 grid points. The initial conditions are randomly perturbed about the uniform steady state with the maximum perturbation being 0.03. Two-dimensional simulations such as this are extremely time-consuming, with this case taking about 10 days on a SUN Ultra 1.

the framework of the model. This means the inclusion of cell proliferation, forces generated in wound contraction, and incorporation of chemical signaling which plays a crucial role in wound healing. These are a few of the most important interactions which must be considered when extending our model towards a more realistic representation of dermal wound healing.
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