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Abstract: Dynamic Emulation Modelling (DEMo) is emerging as a viable solution to combine computationally intensive simulation models and dynamic optimization algorithms. A dynamic emulator is a low order surrogate of the simulation model identified over a sample data set generated by the original simulation model itself. When applied to large 3D models, any DEMo exercise does require a pre-processing of the exogenous drivers and state variables in order to reduce, by spatial aggregation, the high number of candidate variables to appear in the final emulator. This work describes a hybrid clustering-variable selection approach to automatically discover compact and relevant representations of high-dimensional data sets. Time series clustering is adopted to identify spatial structures by objectively organizing data into homogenous groups, where the within-group-object similarity is minimized. In particular, the proposed approach relies on a hierarchical agglomerative clustering method, which starts by placing each time-series in its own cluster, and then merges clusters into larger clusters, until a compact, yet informative, representation of the original variables can be processed with the Recursive Variable Selection - Iterative Input Selection algorithm, in order to single out the most relevant clusters. The approach is demonstrated on a real-world case study concerning the reduction of Delft3D, a spatially distributed hydrodynamic model used to simulate salt intrusion dynamics in the tropical lake of Marina Reservoir, Singapore. Results show that the proposed approach permits a parsimonious, though accurate, characterization of salinity concentration.
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1 Introduction

Dynamic Emulation Modelling (DEMo) is emerging as an effective approach to overcome the computational requirements of large, physically-based models used in water resources operation problems. This approach is based on the reduction of a physically-based model by a simplified, computationally-efficient emulator constructed from and then used in place of the original model in highly resource-demanding tasks [Ratto et al., 2007]. When applied to large 3D models, any DEMo technique does require a pre-processing of the exogenous drivers and state variables to reduce the high number of
variables appearing in the final emulator. This operation can be either performed by adopting mathematical projection techniques (e.g. proper orthogonal decomposition or Karhunen-Loève transform, [Antoulas, 2005]) or spatial aggregations. The former have the advantage of being fully automatic, but this is often paid in terms of physical interpretability. The latter can preserve this property but they often require a number of expert-based skills and a-priori assumptions hardly formalizable in a procedural process.

With the purpose of preserving the physical interpretation of the aggregated state variables, while developing an automatic and system-independent tool, this work explores the potential of cluster techniques to discover compact and relevant representations of high-dimensional data sets produced via simulation of large 3D models. The rationale behind this choice is that clustering, by organizing data into homogeneous groups with minimized within-group-object similarity and maximized between-group-object dissimilarity [Liao, 2005], can be effective in providing a compact, yet informative, representation of the data produced with the 3D model, thus enhancing the final emulator accuracy and reducing the computational and analytical effort of the DEMo process.

Unlike static problems, the data here considered are a set of time-series with a spatial distribution. This implies the adoption of time-series clustering techniques that aims at determining groups of similar time-series. While most of the clustering techniques have been developed on static data, there is a trend of increased attention for time-series clustering, and various algorithms have been recently developed (see Liao [2005]; Kavita and Punithavalli [2010]; Fu [2011] for a survey). As discussed in the aforementioned surveys, these algorithms can differ from various aspects, but they all share the underlying idea of modifying the existent algorithms for clustering static data in such a way that time-series can be handled, for example by appropriately re-defining the similarity/distance measures with some metrics tailored to time varying signals. In the present work, we adopt a hierarchical agglomerative clustering algorithm [Magni et al., 2008], which starts by placing each time-series in its own cluster, and then merges clusters into larger clusters, until a certain termination condition (e.g. desired number of clusters) is reached. These clusters are then processed with a recursive variable selection algorithm [Castelletti et al., 2012a], in order to single out the most relevant clusters of some specific state variable that are relevant to the emulator's output. The approach is demonstrated on a real-world case study concerning the reduction of Delft3D, a spatially distributed hydrodynamic model used to simulate the effects of a salinity intrusion problem in Marina Reservoir, a freshwater reservoir located in the heart of Singapore.

2 METHODS AND TOOLS

2.1 DEMo procedure

Given a physically-based model $M$ with state and exogenous driver vectors $X_t$ and $W_t$, the purpose of the DEMo exercise is to identify a computationally efficient, low-order model (the emulator) on a data-set appropriately generated via simulation of model $M$. The emulator must be such that its output $y_t$ accurately reproduces model $M$’s output $Y_t$, but has lower-dimension state and exogenous driver vectors $x_t$ and $w_t$, and takes the following general state-space form [Castelletti et al., 2012b]:

$$x_{t+1} = f_t(x_t, w_t, u_t)$$  \hspace{1cm} (1a)

$$y_t = h_t(x_t, w_t, u_t)$$  \hspace{1cm} (1b)

where $u_t$ is the vector of controlled inputs (i.e. management decisions), $f_t(\cdot)$ is a non-linear, time-variant, function that models the state transitions, and $h_t(\cdot)$ is the output transformation function. According to the data-driven nature of DEMo, the emulator is
identified on a data-set $F$ of tuples \( \{ X_t, W_t, u_t, Y_t, X_{t+1} \} \), with \( t = 1, \ldots, H \), generated via simulation of model $M$. Assuming that a well-calibrated physically-based model $M$ is available, the identification of a dynamic emulator can be performed in the following five steps [Castelletti et al., 2012b].

**Step 1. Design of computer experiments (DOE).** The DOE consists in a sampling in the space of model $M$ inputs (i.e., the exogenous drivers $W_t$ and controls $u_t$), and it is aimed at defining a sequence of simulation runs to generate the data-set $F$. Such data-set must be as much as possible informative, possibly reproducing all possible dynamic behaviours of the original model, forced by the widest spectrum of inputs. Considering the severe limitations on the number on runs typically imposed by large, physically-based models, proper techniques must be employed to effectively explore this space, such as expert-based design [Galelli et al., 2010] or pseudo-random binary sequences [MacWilliams and Sloane, 1976].

**Step 2. Variable aggregation.** The spatially-distributed nature of model $M$ can lead to a large dimensionality of the state and exogenous driver vectors. By processing the data in $F$ with a suitable aggregation scheme, $X_t$ and $W_t$ are transformed in two lower-dimension vectors $\tilde{X}_t$ and $\tilde{W}_t$, so that the majority of the variation in the original vectors is captured. The aggregation scheme can be based on expert-based skills or rely on fully automatic techniques, as the hierarchical time series clustering algorithm described in Section 2.2. Eventually, the data-set $F$ is transformed into the lower-dimension data-set $\tilde{F}$ of tuples $\{ \tilde{X}_t, \tilde{W}_t, u_t, \tilde{X}_{t+1}, Y_t \}$. 

**Step 3. Variable selection.** Based on the information content of $\tilde{F}$, model $M$ is further simplified by selecting the components of $\tilde{X}_t$ and $\tilde{W}_t$ that will constitute the emulator’s state $x_t$ and exogenous driver $w_t$ vectors. In the present study this operation relies on the Recursive Variable Selection - Iterative Input Selection (RVS-IIS) algorithm [Castelletti et al., 2012a]. RVS-IIS recursively selects the state, exogenous driver, and control variables that are most significant in characterizing the input-output behavior of the physically-based model until all the selected state variables are given a dynamic description.

**Step 4. Structure identification and parameter estimation.** In this step, the functions $f_t(\cdot)$ and $h_t(\cdot)$ are built. This is a ‘traditional’ identification problem, composed of the selection of a suitable model structure and the subsequent parameter estimation, performed in a data-driven fashion, based on the information content of $F$.

**Step 5. Evaluation and physical interpretation.** Once the emulator has been calibrated, its ability in reproducing the model $M$ input-output behaviour is cross-validated on the data-set $\tilde{F}$. Eventually, this step aims at verifying the emulator credibility by the users’ viewpoint. This property must be guaranteed by the emulator physical interpretability, which is usually based on the analysis of the arguments of eqs. (1a-b).

### 2.2 Hierarchical time series clustering

The hierarchical agglomerative cluster algorithm [Magni et al., 2008] is a popular method that works by organizing the data (the time-series) into a tree of clusters. At the first iteration the algorithm places each time-series in its own cluster and then starts to merge these small clusters, until a single cluster is obtained or an a-priori defined stopping condition is satisfied (e.g., the minimum number of clusters). In the present configuration, the distance between each cluster is measured as Euclidean distance, while clusters are merged according to the Ward’s minimum variance method (at each clustering step, the merge that minimizes the increase in the sum-of-squares variance is chosen). The
Ward’s method minimizes the total within-cluster variance, and thus goes in the desired direction of creating compact and informative clusters, which can then be processed with the RVS-IIS algorithm.

A part from its intrinsic simplicity, the hierarchical agglomerative cluster algorithm provides a number of advantages when embedded in the DEMo procedure: i) the algorithm works directly on raw time-series data, and does not require any conversion of the data into lower-dimension vectors, thus preserving the initial data integrity; ii) time-series are grouped into a tree of clusters that shows the relative distance between clusters; iii) unlike other algorithms (e.g. k-means, Hartigan and Wong [1979]), the number of clusters has not to be specified a-priori and this leaves a certain degree of freedom for the final choice. The main disadvantage is that the algorithm imposes a hierarchical structure on the data, so it cannot be used to perform any adjustment once a merge or split decision has been executed.

In principle, the choice of the number \( p \) of clusters should be a fair balance between dimension reduction and accuracy, with the extremes of these criteria represented by a single cluster and by each time-series in its own cluster. Among the different indexes and criteria available in literature, in this paper we use the Davies-Bouldin (DBI) and Dunn (DI) index [Davies and Bouldin, 1979; Dunn, 1973], which favor cluster configurations with small within-cluster variance and large between-clusters variance, thus resulting in compact and well separated clusters.

3 Case Study

3.1 System description

Marina Reservoir (Singapore) was created in late 2008 with the construction of a barrage that closed the homonymous marina from the sea. Five main tributaries discharge water into the reservoir draining a catchment of approximately 100 km\(^2\), about 1/7 of Singapore total surface area. The catchment mainly consists of urbanized land and it is characterized by the presence of three further reservoirs, only managed for drinking water supply and whose discharge to Marina Reservoir is rare and negligible. The reservoir is built for multiple purposes, including flood protection, lifestyle attraction and drinking water supply [Goedbloed et al., 2011]. However, its peculiar location makes water quality control a relevant issue: the inflow is characterized by short bursts of high flow with sediment and nutrient rich water followed by dry periods with almost no flow, and because of its location in the tropics temperature and light intensity are high. This typically leads to eutrophic in-reservoir water conditions; moreover, the relatively recent formation of the impoundment from a former estuary and the presence of salinity intrusion make salinity control another important objective. To account for quantity and quality objectives, the barrage is equipped with 9 surface gates, 7 pumps (to discharge water when the sea level is higher than the reservoir one) and 2 bottom pipes, which can release water at deeper levels, thus allowing for the mechanical control of the temperature profile and the salinity concentration.

3.2 Experiments setting

To calculate the flow conditions in Marina Reservoir, the 3D model Delft3D was adopted [Zijl and Twigt, 2007]. The model numerically solves the Navier-Stokes equations on a curvilinear orthogonal grid. In the adopted configuration the model has a maximum of 12 vertical layers, each with a specified height, so that the amount of layers depends on the local depth. This so-called \textit{z-layer configuration} makes accurate calculation of the
stratification. The 3D flow model includes temperature and a specific heat flux model is applied to reproduce accurate temperature distribution in the reservoir. The model boundaries, i.e., several inflow points and the downstream barrage, are modelled by means of the 1D hydrological-hydrodynamic model SOBEK. Explicit coupling is used to connect the 1D and 3D models: the 3D model provides water levels to the 1D model as boundary conditions, while the 1D model provides the inflows from the catchment (and the release from the barrage) as boundary values for the 3D model. Finally, the salinity intrusion is modelled as a further boundary condition calibrated against a set of measured salinity concentrations at the barrage area.

The Delft3D exogenous driver $W_t$ includes 7 components accounting for the main hydro-meteorological processes, while the control vector $u_t$ has three components, i.e. the release from gates, pipes and pumps. The output $Y_t$ is the salinity concentration [ppt] in the deepest point of the reservoir, located few hundred meters from the barrage. The model has 7 state variables for each computational cell, hence considering a total of 111 observation points and 12 computational layers, the state vector $X_t$ has a total of nearly $10^4$ variables. The real-to-run time ratio associated to this set-up is of about 1:100. With the purpose of generating the data-set of samples $F$, a set of trajectories for the model inputs $W_t$ and $u_t$ is designed. As for the exogenous driver $W_t$, the time-series of observational data over the period April 2009 - April 2010 is available, while, concerning $u_t$, 10 different management scenarios are generated, thus giving a total of 10 simulation scenarios. Simulations are run with 30 sec simulation time-step, and an average vertical resolution of about 0.5 m. The data are sampled with an hourly time-step, and finally stored in a data-set $F$ of $\sim 8 \cdot 10^4$ tuples.

4 RESULTS AND DISCUSSION

4.1 Clustering

To preserve a sort of physical interpretability of the aggregated time-series, the clustering algorithm is not directly applied to the complete set of state variables in $F$, but to seven sub-sets, each containing the temporal and spatial realizations for temperature and salinity concentration $T$ and $s$, temperature and salinity transport $\Delta T$ and $\Delta s$, and the horizontal and vertical velocities $u$, $v$ and $w$. Because of the computational requirements of the algorithm, this clustering exercise is solved for each simulation run of the original model Delft3D. This gives a total of 70 clustering problems.

These problems are solved without specifying a-priori the desired minimum number of clusters (i.e. no stopping condition), which means that the algorithm is run until a full tree of clusters is obtained. This approach allows indeed to analyze a-posteriori the clustering results and to choose the number of clusters $p$ (for each sub-set) that best satisfies the DBI and DI indexes. Figure 1 reports the average value (over the 10 simulation runs) of the DBI and DI indexes as a function of $p$ for the temperature transport $\Delta T$. Results show that the best number $p^*$ of clusters that minimizes the DBI and maximizes the DI index is 3, while the introduction of a larger number of clusters does not improve the clustering results any further. This analysis is performed for a maximum value of $p$ equal to 11 corresponding to the number of layers (a part from the surface layer) in the original model. This value provides an empirical upper bound to $p$, since the data could be for example aggregated by considering the spatial average of each sub-set in the original model vertical layers.

The final results obtained for the remaining sub-sets are reported in Table 1, where the results obtained for the water level $h$ are also shown. The time series algorithm found
Figure 1: Average value (over the 10 simulation runs) of the DBI and DI indexes for the temperature transport $\Delta T$.

Table 1: Selected number of clusters for the different sub-sets composing the vector $X_t$. The symbols are explained in the text.

<table>
<thead>
<tr>
<th># clusters</th>
<th>$s$</th>
<th>$T$</th>
<th>$\Delta s$</th>
<th>$\Delta T$</th>
<th>$u$</th>
<th>$v$</th>
<th>$w$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

a total of 8 different clusterings, each one identifying a set of homogeneous areas of a particular variable. These areas can vary from sub-set to sub-set, so, for example, the salinity concentration $s$ can be grouped into 6 different areas, while the vertical velocity $w$ into 8.

4.2 Emulator identification

The state variables so-aggregated are then processed with the RVS-IIS algorithm, together with the exogenous driver and control vector $W_t$ and $u_t$, to single out the most relevant variables in explaining the preselected emulator output. The performance of the emulator being built are evaluated in $k$-fold cross-validation (with $k = 10$) using the coefficient of determination as performance index. The selection of the most relevant variables to appear in the emulator takes two calls of the tree-based RVS-IIS algorithm to single out a state vector $x_t$ with one component (i.e. the salinity concentration in the fourth cluster), an exogenous driver vector $W_t$ with one component (i.e. the groundwater flow) and a single-component control vector $u_t$, namely the flow released from the bottom pipes. The selected variables can be given a physical interpretation: i) the state variable provides information about the salinity concentration in a homogeneous area very close to the barrage; ii) the groundwater flow represents the main source of the salinity intrusion, while
The pipes, located at the bottom of the barrage, have an obvious key role in releasing water with higher salinity concentrations. The selected model structure is an ensemble of Extremely Randomized Trees (see Castelletti et al. [2012a] and references therein), whose final performance in cross-validation correspond to a coefficient of determination equal to 0.95. A specimen of the trajectories obtained during the $k$-fold cross-validation process is shown in Figure 2.

5 Conclusions and Further Research

This work describes a hybrid clustering-variable selection approach to automatically discover compact and relevant representations of high-dimension data sets generated by computationally-intensive physically-based models. The approach, which relies on a time-series hierarchical agglomerative clustering method, is demonstrated on the emulation of a large, 3D model (Delft3D) used to simulate the salt intrusion dynamics in Marina Reservoir (Singapore). Since the clustering algorithm is embedded in a computationally expensive emulation modelling procedure, we here considered an unsupervised clustering approach, while a supervised approach, which aims at determining the clustering solution that maximizes the emulator performance, is part of the on-going research activities. The main advantage of this second approach would rely in a further increase of the emulator accuracy and reliability. Finally, future research will also focus on the comparison of different unsupervised clustering methods.
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