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Molecular dynamics calculations of the electrochemical properties of electrolyte systems between charged electrodes
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We investigate the interfacial electrochemical properties of an aqueous electrolyte solution with discrete water molecules in slab geometry between charged atomistic electrodes. Long-range intermolecular Coulombic interactions are calculated using the particle–particle–particle–mesh method with a modification to account for the slab geometry. Density distribution profiles and potential drops across the double layer are given for 0, 0.25, and 1 M aqueous electrolyte solutions each at 0, \pm 0.1, \pm 0.2, and \pm 0.3 C/m\textsuperscript{2} electrode surface charges. Results are compared qualitatively with experimental x-ray scattering findings, other computer simulation results, and traditional electrochemistry theory. The interfacial fluid structure characteristics are generally in good qualitative agreement with the conclusions obtained in some integral equation theories and in the experimental x-ray study. The potential in the simulations shows an oscillatory behavior near the electrode, which theories that do not include the molecular nature of water cannot reproduce for the given conditions. Surprisingly, the results also show that the water structure near the electrode is dominated by the charge on the electrode and is fairly insensitive to the ion concentrations. Except at large electrode charge, the potential drop across the double layer does not depend significantly upon the concentration of the ions. © 2000 American Institute of Physics.

I. INTRODUCTION

The ability to model correctly electrochemical processes at interfaces is a key to our understanding of numerous very important chemical and biological processes. Especially of interest are aqueous solutions in contact with charged surfaces, which can be found in such diverse fields as molecular biology, electrochemistry, and heterogeneous catalysis.

Although unable to model quantum mechanical effects, such as electron transfer, classical molecular dynamics is the most valuable tool available for the elucidation of important interfacial processes. Such simulations provide realistic representations of interfacial electrochemistry processes, limited primarily by molecular model accuracy and computational demands.

In order to save time, many interfacial electrochemistry molecular dynamics researchers neglect long-range Coulombic interactions while admitting the vital role that these play.\textsuperscript{1–5} Other researchers have employed costly Ewald summation approximations for long-range interactions.\textsuperscript{6–9} Recently, mesh routines have been developed,\textsuperscript{10–15} which present a more efficient way to perform these calculations. Of the mesh routines, the particle–particle–particle–mesh (P\textsuperscript{3}M) routine developed by Hockney and Eastwood\textsuperscript{10} has been shown to be the most efficient for a given accuracy level.\textsuperscript{14,15} In this work, we modify P\textsuperscript{3}M for application to slab geometry, as suggested by Pollock and Glosli\textsuperscript{16} and similar to the 3D Ewald summation modification used by Yeh and Berkowitz.\textsuperscript{8} We show that this implementation of the slab-corrected P\textsuperscript{3}M method, or P\textsuperscript{3}MC as we shall call it, gives results in very good agreement with regular Ewald summation methods, yet at a fraction of the cost.

Once we have established the validity of the P\textsuperscript{3}MC methodology, we present simulation results obtained using this method dealing with the effect of electrode charge and ion concentration on the potential drop across the double layer of an aqueous electrolyte solution at a solid atomistic surface. We also note the similarity of our results with the experimental force measurements of Israelachvili \textit{et al.}\textsuperscript{17} and the x-ray scattering findings of Toney \textit{et al.}\textsuperscript{18} In addition, we compare our findings with the predictions of traditional interfacial electrochemistry theories, as well as with the findings from other simulation work.

II. P\textsuperscript{3}MC IMPLEMENTATION

Many methods for approximating long-range Coulombic interactions have been devised, including the charged sheets method,\textsuperscript{19,20} the modified reaction field,\textsuperscript{21–24} Ewald sums,\textsuperscript{6–9,25–27} the fast multipole method,\textsuperscript{16,28–30} and mesh methods.\textsuperscript{10–15} Recently, Crozier \textit{et al.}\textsuperscript{9} found that the charged sheets method is inadequate for correctly modeling strong long-range Coulombic interactions for systems with discrete solvent molecules. Ewald summations appear to be adequate, yet computationally expensive, and multipole methods are even more costly for systems of a reasonable size.\textsuperscript{16} Mesh methods, particularly P\textsuperscript{3}M, present the most flexible and reliable alternative.\textsuperscript{15–16} Deserno and Holm give
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an excellent analysis of the various mesh methods, along with useful recommendations for P^3M implementation. We have followed their recommendations and adopted their notation in the following.

We use Fourier space, or \( \hat{i} \), differentiation to calculate the intermolecular forces from the electrostatic energies, and a seventh-order assignment scheme \( (P=7) \) to assign the charges to the mesh. Calculation of the optimal influence function, \( \hat{G}_{\text{opt}} \), of Hockney and Eastwood is done at the beginning of each run and therefore presents no additional run-time overhead. The cutoff for the Lennard-Jones (LJ) interactions, and the real-space Coulombic interactions is set at \( r_{\text{max}} = 10 \text{ Å} \), and the mesh size is set at \( 16 \times 16 \times 64 \) in the \( x, y, \) and \( z \) directions, respectively. With a corresponding fixed box size of \( 25.5 \text{ Å} \times 25.5 \text{ Å} \times 85.1232 \text{ Å} \), and the total number of ions and water molecules fixed at 1000 the optimum value of \( \alpha \) is estimated to be 0.3007. We estimate the average error in our force calculations to be on the order of \( 10^{-5} \) dimensionless force units, according to the estimation method and dimensionless force units of Deserno and Holm. Although not as precise as an Ewald sum, the amount of error introduced by this implementation of P^3M is very reasonable. Extreme accuracy is not needed, especially when considering other possible sources of error in the MD simulation, such as the use of a randomly fluctuating thermostat, or a discrete time step (e.g., 2.5 fs).

In order to account for the slab geometry, we include an empty space, equal to the size of the fluid-occupied space, between repeating slabs of fluid, and a correction term to damp out interslab interactions. With the implementation of this correction, the 3D, periodically repeating simulation closely approximates the simulation of an isolated 2D slab of finite thickness, as shown by Yeh and Berkowitz. To confirm the reliability of our P^3MC implementation, we compare calculated forces with those calculated using the corrected 3D Ewald (EW3DC) method. In particular, we calculate the force between two oppositely charged particles along with their periodic images in slab geometry. For easy comparison, we consider the same case as presented in Refs. 7–9 (\( L_x=L_y=18 \text{ Å} \) and \( L_z=90 \text{ Å} \)). As seen in Figs. 1 and 2, the P^3MC and EW3DC calculations are visually indistinguishable. For Fig. 1, the difference between the two calculations was less than 0.013% in all cases, with an average difference of 0.002%. Even though the deviation was up to 1% in the case of Fig. 2, percent deviation is less meaningful here, since the absolute value of the force approaches zero. The absolute difference between the two calculations on the scale of Fig. 2 was always less than \( 10^{-6} \), which represents a very small amount of error. We also performed a test case simulation of the smaller system size as described in Ref. 9, and we found the ion and water density profiles to be in good agreement with the EW3DC results presented there.

With the chosen mesh parameters, our P^3M algorithm was approximately four times faster than the corresponding Ewald algorithm. It should be noted that the flexibility of P^3M allows for more exact force calculations if desired. The use of a tighter mesh would clearly be more precise, but more CPU intensive.

**III. SIMULATION DETAILS**

Simulations were performed at three ion concentrations, 0, 0.25, and 1 M, each at four electrode surface charges, 0, ±0.1, ±0.2, and ±0.3 C/m². Previous studies that included discrete solvent molecules considered only higher ionic concentrations. In all cases, an equal number of monovalent anions and cations of equal size were used, and opposite walls were given equal and opposite charges for an electrostatically neutral system. The well-known SPC/E model of water was used, and the mobile ions were given LJ parameters identical to the SPC/E oxygen–oxygen parameters. Initially, the water molecules and ions were randomly distributed.
throughout the occupied half of the simulation cell between the two oppositely charged electrode surfaces, which consisted of single layers of a square lattice of fixed-in-space wall ions centered at 1.5 Å intervals. Each wall ion was assigned LJ parameters of $\sigma_{LJ} = 1.5$ Å and $\epsilon/k = 50$ K, along with a partial charge corresponding to the desired electrode charge density.

Canonical ensemble (NVT) simulations were performed with the temperature set at 25 °C and the volume chosen to give a bulk density of approximately 60 mol/L. A somewhat high density was chosen in order to ensure that bulk liquid water would be present in all of the cases without the need to adjust the volume for the individual runs. The simulations were allowed to equilibrate for 50 ps prior to the density profile accumulation period of 200 ps (80,000 time steps of 2.5 fs each). Twenty repetitions, each with a unique starting configuration, were performed at each state point of interest in order to obtain adequate ensemble averaging and smooth ion density distribution profiles. Each repetition required approximately 16 h of CPU time on a 32 node SGI Origin 2000 supercomputer.

IV. RESULTS AND DISCUSSION

We present in Figs. 3–5 water and ion z-direction (perpendicular to the electrode) density distribution profiles for the 12 cases studied at various surface charges, $\sigma$. No ions are present in Fig. 3, and the water density profiles are omitted from Figs. 4 and 5 for clarity. Water density profiles for Figs. 4 and 5 are essentially identical to the water density profiles of Fig. 3 with the corresponding electrode surface charge. In all cases, the positively charged electrode is on the left, and the negatively charged electrode is on the right. Flat, neutral density profiles seen in the central regions of all of the plots indicate the presence of completely shielded bulk electrolyte fluid. The presence of the bulk fluid shows that the positive and negative electrodes are isolated, and enables us to examine the entire shielding layer of fluid at either electrode.2,28 The oxygen and hydrogen profiles are quite smooth in the central region, but the ionic profiles are less smooth due to the greater statistical uncertainty. Other authors have also noted this problem.

Even in the absence of ions or electrode surface charge, we see a pronounced difference between bulk and interfacial water characteristics (see Fig. 3, top panel). Other studies confirm this finding,1,24,32–34 and point out that the difference is even more pronounced as the electrode is charged.2,18,32–34 Especially encouraging is the agreement between these molecular dynamics (MD) results and force measurements of Israelachvili et al.17 and the x-ray scattering findings of Toney et al.18 They found, contrary to commonly used theories, such as the Gouy–Chapman (GC) theory,35,36 that the water is ordered in layers extending several molecular diameters from the electrode. They also observed strong dipole orientation near the charged surfaces. The oxygen and hydrogen water profiles presented here agree, at least qualitatively, on these points. Earlier theoretical studies of electrochemical interfaces using simpler molecular solvents also show this effect.32–34

Despite the generally good agreement between these MD results and the experimental findings of Toney et al.,18 we also note a disagreement concerning the density of water next to the charged surface. While the experimental findings indicate that the average density of water across the first peak and valley next to the surface is much higher than the bulk water density, our results indicate no such effect. This is in agreement with other MD simulation results37,38 even though different electrode models were used. We refer the reader to the article by Yeh and Berkowitz38 for a discussion of this discrepancy between the simulation and experimental results.

FIG. 3. Oxygen (solid line) and hydrogen (broken line) average density distribution as a function of distance from the center of the simulation cell. The positive and negative electrodes are centered at $-21.28$ and $21.28$ Å, respectively. Bulk anion and cation concentrations are 0 M.

Without ions present, one might expect a pure solvent to behave similarly at equally and oppositely charged electrodes, but the lack of symmetry of the water molecules about all axes of rotation introduces asymmetry in the density profiles, as can be seen by comparing the left and right hand sides of the plots of Fig. 3.

Surprisingly, the addition of ions does little to change the water density distributions. Except in the extreme case of \(\sigma = 0.3 \text{ C/m}^2\), the ions make very small contributions to the charge shielding of the electrode when compared to the contribution of the water molecules. Potential plots at varying ion concentration of the same moderate electrode charge show insignificant differences (see Fig. 6). Only for the physically extreme case of \(\pm 0.3 \text{ C/m}^2\) is a significant deviation with change in ion concentration observed. It is well-known from experiment\(^9\) that the potential and capacitance show strong ion concentration dependence as well as electrode charge dependence at low ionic concentrations. This phenomenon was not observed in our simulations. It may be necessary to go to concentrations well below 0.25 M to ob-
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**FIG. 4.** Cation (solid line) and anion (broken line) average density distribution as a function of distance from the center of the simulation cell. The positive and negative electrodes are centered at \(-21.28\) and \(21.28\) Å, respectively. Bulk anion and cation concentrations are 0.25 M.

**FIG. 5.** Cation (solid line) and anion (broken line) average density distribution as a function of distance from the center of the simulation cell. The positive and negative electrodes are centered at \(-21.28\) and \(21.28\) Å, respectively. Bulk anion and cation concentrations are 1 M.
serve this phenomenon. This, regrettably is exceedingly demanding of computer resources.

It is also well known that an ion’s size has a strong influence on its solubility, and hence its adsorptivity onto the surface of an electrode. The results shown here are all for equal-sized ions; the effect of ion size on solvation, surface adsorption, and the ability of the ion to affect the double layer capacitance is the subject of a future study. Here, we are interested in the effects of charge and ion concentration. Even though the size of the cations and anions was chosen to be equal for the purposes of this study, the asymmetric charge distribution of the water molecules causes asymmetric anion and cation behavior. The cations are clearly more easily adsorbed onto the electrode surface, which also suggests better anion solvation, and slower anion transport. At zero charge we observe no wall contact adsorption of either species, and at ±0.3 C/m² both species are strongly adsorbed to the electrode surfaces. It is expected that this observation may change when the cations and anions have different diameters. The effect of ion size difference will be considered in a subsequent study.

Also evident at large surface charges is the well-known fact that the concentration of ions at a charged electrode can be much larger than the bulk ion concentration. The bottom panes of Figs. 4 and 5, which correspond to an electrode charge of ±0.3 C/m², show peaks of electrode-adsorbed ions at concentrations of more than two orders-of-magnitude larger than the corresponding bulk ion concentrations.

Figure 7 shows the potential drop across the double layer as a function of distance from the electrode surface. Theories, such as the GC theory, that do not consider the molecular nature of the solvent, are unable to predict the oscillatory pattern seen here. More sophisticated theories do show this effect. Even in the case of no charge and no ions, this oscillatory pattern is clearly evident as seen in Fig. 7. A comparison between the bottom two panes of Fig. 7 is also noteworthy, since it demonstrates how the asymmetric nature of the solvent molecules dramatically affects the potential drop across the double layer. Even though the electrode surface charge is equal and opposite, the plots are radically different. Although the potential drop across the double layer seems to be only mildly affected by ion concentration, it is strongly affected by electrode charge (see Fig. 6).
V. CONCLUSIONS

The P^3MC method is a well-defined and efficient way to model coulombic interactions for large slab geometry electrolytic systems. Its flexibility and adaptability make it an attractive way to properly account for long-range intermolecular interactions at the accuracy level and speed that the user desires. This method has enabled us to accurately perform these MD calculations within a reasonable amount of computer time.

Unlike many previous double layer simulations, the molecular nature of the solvent was not neglected here, and it was found that the water molecules were responsible for most of the potential drop across the double layer and that ion concentration had little effect.

Due to the charge distribution and shape of the water molecule, very different behavior was observed at equally charged electrodes. With the models used here, the cations more easily adsorbed to the electrode surface than the anions, which indicates better solvation of the anions by the water molecules. Given sufficient electrode charge, contact adsorption of either species occurred. In fact, at very high charge, the ion concentration profile shows a peak at the electrodes in excess of 100 times the value of the bulk ion concentration. Overall, results of this MD study were in good qualitative agreement with experimental findings, and those found in earlier, less sophisticated theoretical results.
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