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Analysis of Electromagnetic Field Polarizations in Multiantenna Systems

Thomas Svantesson, Member, IEEE, Michael A. Jensen, Senior Member, IEEE, and Jon W. Wallace, Member, IEEE

Abstract—This paper provides an analytical framework useful for assessing the use of all six electric and magnetic electromagnetic field polarizations for multiantenna communications systems. The approach uses a mapping between the induced signal currents and the received electromagnetic field in order to formulate a diversity interpretation of the six-polarization problem. Application of the framework to a simple, yet representative, channel model demonstrates that for full multipath elevation and azimuthal angle spread, six communication modes are theoretically possible. However, to implement the system requires more antenna design work since a straightforward implementation is found to reduce the potential number of modes to three.

Index Terms—Antenna radiation patterns, array antennas, channel capacity, correlation methods, diversity reception, multiple-input multiple-output (MIMO) channels, polarization.

I. INTRODUCTION

MULTIELEMENT antenna systems for wireless communications have demonstrated an ability to provide large capacity gains when used in multipath propagation channels [1]–[3]. Whether used in a diversity scheme or a more advanced multiple-input multiple-output (MIMO) strategy, these systems exploit the various communication modes that exist within the propagation channel. The concept of using electromagnetic wave polarization to provide two communication channels has been understood for some time [4]–[8]. However, recent work has appeared suggesting that each of the six electric and magnetic field vector polarizations can offer an independent channel [9]. These findings have generated considerable interest in the potential of using magnetic field components for communication, but at the same time have raised questions concerning the independence of electric and magnetic fields at a point in space.

In order to provide some insight into the use of all six field polarizations for communication, we introduce an analysis framework for characterizing the correlation behavior of the electromagnetic field components. This analysis is then used to predict the potential performance improvement by employing all six electromagnetic field polarizations. Although, these predictions are based on theoretical bounds assuming point sensors, they identify fundamental performance limits, an understanding of which is useful when designing actual systems employing multiple polarizations.

The analysis approach utilizes the mapping between induced currents and electromagnetic fields to formulate a joint angle and polarization diversity interpretation of the six received signals. An eigenanalysis of the received signal correlation matrix is used to assess the number of effective communication channels available for different incident field characteristics. The combined performance of these channels is also investigated by calculating the potential channel capacity of a MIMO system using all six possible field sensors.

II. ANALYSIS FOR IDEAL POINT SENSORS

To facilitate the study of multimode communications using multiple colocated antennas, we first provide a simple analytical framework for exploring the achievable diversity in realistic channels. We then use the results of this analysis to discuss the communications performance in the context of multiple electric and magnetic field polarizations.

A. Receive Basis Formulation

In this framework, we will describe the signal received on an antenna system located at a single point in space using induced-vector currents. This approach ensures that we are using a complete “basis” representation, while providing physical insight into the diversity offered by point sensors in a multipath environment. These currents are identified in the point form of Maxwell’s equations, which for a (suppressed) $e^{j\omega t}$ time variation are given as [10]

\[
\nabla \times \vec{E} = -\vec{M} - j\omega \mu \vec{H} \\
\nabla \times \vec{H} = \vec{J} + j\omega \varepsilon \vec{E}
\]

(1)

where $\vec{E}$ and $\vec{H}$ are electric and magnetic fields, and $\varepsilon$ and $\mu$ represent the material permittivity and permeability, respectively. These expressions clearly indicate that, in general, both electric ($\vec{J}$) and magnetic ($\vec{M}$) currents must be specified to uniquely...
define the fields radiated from a point source. Infinitesimal electric and magnetic\(^1\) dipoles will be used in the following analysis to represent electric and magnetic current point sources. Practical antennas of finite size will be discussed in Section IV. The complete current basis set consists of the three vector components for each current type. While any coordinate frame can be used to express these vectors, rectangular coordinates will be used in this study.

Using established electromagnetic theory, it is straightforward to transform the six basis currents into a basis consisting of radiated (or received) electric and magnetic fields [10]. In the far field, the radial dependence of \(e^{-jk_0|r|/r}\) is identical for all of these fields, and we therefore retain only the angular dependence. The electric far-field radiation patterns for all current elements can be expressed in the form

\[
\mathbf{T}_i(b, \phi) = \hat{b} \mathbf{E}_{i,b} + \hat{\phi} \mathbf{E}_{i,\phi}, \tag{2}
\]

where the components \(\mathbf{E}_{i,b}\) and \(\mathbf{E}_{i,\phi}\) are shown in Table I. These pattern expressions indicate both the spatial distribution of fields radiated by the current basis and the strength of the current induced when a field is incident on one of the sensors. The \(z\)-oriented current basis in Table I can be found in most antenna textbooks [10]. The remaining patterns can be obtained by either a direct derivation using auxiliary vector potentials or by a coordinate transformation of the expressions for the \(z\)-oriented currents [10]. Furthermore, only the electric far fields are given in Table I since, in the far field, the magnetic field due to each basis current is related to the electric field by a rotation \(\mathbf{H} = (\hat{r} \times \mathbf{E}) / \sqrt{|\mathbf{E}|^2}\). In the following, we investigate the achievable decorrelation of signals received by each of the current bases despite this dependency between electric and magnetic fields.

**B. Channel Description**

Examining the performance of systems exploiting multiple electromagnetic polarizations requires formulation of a channel model that is adequately descriptive yet simple. We, therefore, consider the electromagnetic field at a point in space to be a combination of plane waves according to the relation

\[
\mathbf{E} = \int \mathbf{E}(\Omega) d\Omega, \tag{3}
\]

where \(\mathbf{E}\) gives the amplitude, phase, and polarization of a plane wave propagating in the solid angle direction \(\Omega\) (azimuth and elevation). We will represent this incident field by its statistical properties over an ensemble of propagation scenarios. For simplicity of analysis and illustration of the key mechanisms creating diversity, we will assume that for each plane-wave component the two orthogonal polarizations are uncorrelated and that plane-wave components separated in angle are also uncorrelated. These assumptions are represented symbolically as [11]

\[
\begin{align*}
\mathcal{E}\{e^{j\phi}(\Omega)e^{j\phi}(\Omega')\} &= 0 \\
\mathcal{E}\{e^{j\phi}(\Omega)e^{j\phi}(\Omega')\} &= 0 \\
\mathcal{E}\{e^{j\phi}(\Omega)e^{j\phi}(\Omega')\} &= S_\theta(\Omega)\delta(\Omega - \Omega') \\
\mathcal{E}\{e^{j\phi}(\Omega)e^{j\phi}(\Omega')\} &= S_\phi(\Omega)\delta(\Omega - \Omega') \tag{4}
\end{align*}
\]

where \(\mathcal{E}\{\cdot\}\) indicates an expectation and \(S_\theta\) and \(S_\phi\) represent the average angular power densities (Watts/steradian) of the \(\hat{\theta}\) and \(\hat{\phi}\) polarizations of the incident field. In the following, we will assume that \(S_\theta(\Omega) = S_\theta(\Omega) = S(\Omega)\).

**C. Receive Diversity Performance**

The radiation patterns of (2) can be used in conjunction with established correlation analysis to determine the achievable diversity performance of a point receiver. To this end, consider that the signal on the \(i\)th receive element is given as

\[
y_i = \int_{\Delta\Omega} \mathbf{E}(\Omega) \cdot \mathbf{E}_i(\Omega) d\Omega \tag{5}
\]

where \(\Delta\Omega\) represents the angular range of arrival angles for the incident field. The key point indicated in (5) is that the incoming field is weighted differently by each receiving radiation pattern according to the field’s angular and polarization properties. Stated another way, the received signal is simply a projection of the incident field upon the receiving radiation pattern. If the receiving patterns are orthogonal, the received signals will be uncorrelated [11]. Using the conditions in (4), the correlation between the signals from the \(i\)th and \(k\)th receive elements becomes [11, 12]

\[
\mathbb{R}_{ik} = \mathcal{E}\{y_i y_k^*\} = \int_{\Delta\Omega} S(\Omega) \mathbf{E}_i(\Omega) \cdot \mathbf{E}_k^*(\Omega) d\Omega. \tag{6}
\]

For the computations that follow, we make a final assumption that the incident power density \(S(\Omega)\) is constant over an angular region defined by \(\Delta\Omega\) and zero otherwise. This allows assessment of the impact of angular spread on the received signal correlation while being consistent with measurements and published channel models. Thus, both the azimuth and elevation angles are uniformly distributed within an angular region characterized by \(|\theta - \pi/2| \leq \Delta\theta/2\) in elevation and \(|\phi| \leq \Delta\phi/2\) in azimuth. For this case, the values of \(\mathbb{R}_{ik}\) can be computed analytically and the correlation matrix \(\mathbb{R}\) becomes

\[
\mathbb{R} = \begin{bmatrix}
R_{11} & 0 & 0 & 0 & 0 & 0 \\
0 & R_{22} & 0 & 0 & 0 & 0 \\
0 & 0 & R_{33} & 0 & -R_{25} & 0 \\
0 & 0 & 0 & R_{11} & 0 & 0 \\
0 & -R_{25} & 0 & R_{22} & 0 & 0 \\
0 & 0 & 0 & 0 & R_{33} & 0
\end{bmatrix}. \tag{7}
\]

where

\[
R_{11} = \frac{3}{4\pi} \Delta\theta \sin\left(\frac{\Delta\theta}{2}\right) - \frac{3}{32\pi} \Delta\phi + \sin(\Delta\phi)
\times \left[3 \sin\left(\frac{\Delta\theta}{2}\right) + \frac{1}{3} \sin\left(\frac{3\Delta\theta}{2}\right)\right] \tag{8}
\]

\(^1\)While magnetic currents cannot be generated physically, it is well known that the fields from such a current can be constructed using an infinitesimal current loop [10].
Most entries in the correlation matrix in (7) are zero due to orthogonality of the radiation patterns. Note that when \( \Delta \theta = 0 \), we must instead represent the incident power density as \( S(\Omega) = S(\phi)\delta(\theta - \pi/2) \). This leads to simplified expressions for (8)–(11).

Diversity performance can be quantified in terms of the number and quality of independent spatial communication modes made available by the channel and receive antenna configuration. The eigenvalues \( \lambda_i > 0 \), \( 1 \leq i \leq 6 \), of the correlation matrix \( \mathbf{R} \), provide a measure of this performance and will therefore be examined for this study. For the correlation matrix in (7), the eigenvalues can be calculated in closed form as

\[
\begin{align*}
\lambda_{1,2} &= R_{11} \\
\lambda_{3,4} &= \frac{1}{2} [R_{22} + R_{33} + R_{55}] \\
\lambda_{5,6} &= \frac{1}{2} [R_{22} + R_{33} - R_{55}]
\end{align*}
\]

where \( R_e = \sqrt{R_{33}^2 - 2R_{32}R_{33} + R_{22}^2 + 4R_{23}^2} \). It is interesting to note that each eigenvalue has a multiplicity of two, leading to at most three distinct eigenvalues. A physical interpretation of this can be found in the radiation patterns in Table I. The patterns corresponding to magnetic currents (\( i = 4 \) to 6) are functionally identical to—yet vectorially orthogonal to—the patterns corresponding to electric currents (\( i = 1 \) to 3). Thus, the different patterns give rise to three distinct eigenvalues, and the vector orthogonality creates the multiplicity under the assumption that the incident field has equal power in the two orthogonal polarizations.

Optimal diversity performance will result when \( \mathbf{R} \) has six equal (nonzero) eigenvalues. Typically, this occurs for a covariance matrix \( \mathbf{R} = \alpha \mathbf{I} \), where \( \mathbf{I} \) is the identity matrix and \( \alpha \) is a constant. This form indicates zero cross correlation and perfect power balance across the sensor. In order to remove the effect of the total received power for a given computation, we will plot the normalized eigenvalues

\[
\hat{\lambda}_i = \frac{\lambda_i}{\sum_j \lambda_j},
\]

Fig. 1 shows the variation of the normalized eigenvalues with angular spread parameter \( \Delta \phi \) for two different values of \( \Delta \theta \). Note that each curve actually represents two eigenvalues, as mentioned above. As can be seen, for a single propagation path (\( \Delta \theta = \Delta \phi = 0 \)), only two channels exist corresponding to the two possible polarizations of the incident plane wave. As the angle spread increases, the remaining four eigenvalues increase. However, for zero elevation spread, the eigenvalues do not reach the same value. For the case of full elevation spread \( \Delta \theta = 180^\circ \), all eigenvalues tend toward the same value, indicating the availability of six independent communication modes. Because observed elevation spread in indoor and urban environments is relatively small [13], the curve for \( \Delta \theta \equiv 0 \) is particularly interesting. Most noteworthy for this case is the fact that if full azimuthal spread is considered, the correlation matrix becomes diagonal indicating six independent channels. These channels, however, are not all equally “good” since the power received by the \( \hat{\gamma} \) oriented sensors is twice as large as the power received by the other sensors [14].

The eigenvalues of the correlation matrix \( \mathbf{R} \) can be used to quantify the diversity performance of this point sensor configuration. Specifically, in [15], an effective number of diversity branches was calculated from the eigenvalues. To understand this measure, let the instantaneous signal-to-noise ratio (SNR) for maximal ratio (MR) combined signals from the antennas be represented as \( \gamma(p\% \text{C}) \), where \( p\% \text{C} \) denotes a given probability level on the cumulative probability distribution function (CDF). The diversity gain for \( N \) branches is then defined as

\[
DG(p\% \text{C}(N)) = \frac{\gamma(p\% \text{C}(N))}{\gamma(p\% \text{C}(1))},
\]

Assuming that all branches are uncorrelated and have equal average SNR \( \Gamma = \mathcal{E}\{\gamma\} \), then this diversity gain can be computed using the CDF of the MR combined signals given in [14] as

\[
p_{\text{MR}}(\gamma \leq x) = 1 - e^{-x/\Gamma} \sum_{k=1}^{N} \left( \frac{x}{\Gamma} \right)^{k-1} \frac{1}{(k-1)!},
\]

When assessing the diversity gain of correlated antenna branches, we create an effective set of uncorrelated branches, where the generally unequal average SNRs of the branches are given by the eigenvalues of \( \mathbf{R} \). The cumulative probability function for this scenario was derived in [15] for the case of distinct eigenvalues. In this study, each eigenvalue in (12) was found to have a multiplicity of two. However, by using the same
derivation approach as in [15], the CDF for the MR combined instantaneous SNR $\gamma$ for $N$ uncorrelated branches with unequal SNRs (but with multiplicity two) can be found to be

$$p_{\text{MR}}(\gamma \leq x) = 1 + \sum_{l=1}^{N/2} \prod_{k=1}^{N/2} \Gamma_k \prod_{m \neq f} \left( \frac{1}{\Gamma_f + \frac{1}{\Gamma_m}} \right)^2 \times \left[ -x \Gamma_f - \Gamma_f^2 + 2x \Gamma_f \sum_{m \neq f} \frac{1}{\Gamma_f + \frac{1}{\Gamma_m}} \right]$$

(18)

where $m = (1, 2, \ldots, N/2)$ and $\Gamma_1, \Gamma_2, \ldots, \Gamma_{N/2}$ denote the branch SNRs. The diversity gain for the six basis currents ($N = 6$), $D G(p^{R}(5)) = \text{Diag}(\mathbf{p}^{R}(6))$ is now calculated using (18) and (16). To compute the effective number of diversity branches, we find the number $N_{B}$ of uncorrelated branches with equal average SNR required to obtain $D G(p^{R}(5))$ as $D G(p^{R}(6))$, where $D G(p^{R}(5)) = \text{Diag}(\mathbf{p}^{R}(6))$. The reference diversity gain computed using (17) and (16). To obtain fractional values of $N_{B}$, interpolation of the diversity gain as a function of the number of branches was performed.

Fig. 2 shows the number of effective branches assuming point sensors for various angular spreads. As expected, for $(\Delta \theta = \Delta \phi = 0)$ there are only two branches due to polarization orthogonality. However, by increasing the azimuth spread, the number of effective branches increases due to the decreasing correlation created by angle diversity [see (8)-(11)]. For full angular spread, the maximum of six branches is achieved as found in the eigenvalue analysis. It is also interesting to note that even with a small elevation spread, more than four effective branches are obtained for large azimuth spreads.

D. Channel Capacity

The different electromagnetic field polarizations can also be used to obtain a compact MIMO system capable of achieving high data rates. To investigate the potential of using all six vector current sensors, the antenna arrangement using three infinitesimal electric and three magnetic dipoles will be used at both the transmitter and receiver. The orthogonally oriented dipoles are aligned with the Cartesian $x, y,$ and $z$. An upper bound on the achievable data rate, the channel capacity, will be used as a performance measure. The instantaneous channel capacity of a narrowband MIMO channel can be written as [2]

$$C = \log_2 \left| \det \left( I + \frac{\rho}{N_T} \mathbf{H} \mathbf{H}^H \right) \right|$$

(19)

where $\rho$ denotes the SNR at each receive antenna. The element $\mathbf{H}_{ij}$ represents the complex path gain from transmitter $j$ to receiver $i$. Note that the channel matrix $\mathbf{H}$ is $N_R \times N_T$, where $N_R, N_T$ denotes the number of antenna elements at the receiver and transmitter, respectively. In our case, $N_R = N_T = 6$. A simple channel model assuming Gaussian distributed channel coefficients will be used to simulate the system. It is further assumed that the correlation properties at transmit and receive are separable. In this case, the overall correlation between the path gain $\mathbf{H}_{ij}$ and $\mathbf{H}_{mn}$ is found as the product of the correlation on the transmit side between element $j$ and $n$ and the correlation on the receive side between element $i$ and $m$. This has been found to be a reasonable assumption for well-separated transmit and receive arrays [16], [17]. Using these assumptions, the total correlation matrix can be written as the Kronecker product between the transmit and receive correlation matrices or $\mathbf{R}_{\text{test}} = \mathbf{R}_T \otimes \mathbf{R}_F$ [16], [17], and the distribution of the stacked channel coefficients becomes $\mathbf{H} \in \mathbb{C}^{N_R \times N_T}$. The elements of the transmit correlation matrix are defined as $R_{T,ij} = \mathbf{E}\{\mathbf{H}_{ij}\}$ and the elements of the receive correlation matrix are defined as $R_{R,ij} = \mathbf{E}\{\mathbf{H}_{ij}\}$. The channel is also normalized such that $|\mathbf{H}|^2 = \text{Tr}(\mathbf{H}^H \mathbf{H}) = \sqrt{N_R N_T}$, where $\text{Tr}(\cdot)$ denotes the trace operator.

Using the above model and assumptions, the average channel capacity is evaluated via the Monte Carlo method. The correlation matrices obtained in Section III were used in these simulations for $\mathbf{R}_T$ and $\mathbf{R}_T$. In Fig. 3, the average channel capacity of 10$^3$ channel realizations is shown for various values of $(\Delta \theta, \Delta \phi)$. The same spreads were used at both the transmitter and receiver side. As expected, the capacity grows as the angular spread increases. Relatively large vertical spreads are needed to lift the capacity when the azimuth spread is low. Furthermore, it is interesting to note that an increase in elevation spread does not yield a significant capacity gain for large azimuth spreads. This implies that the power imbalance observed in the correlation analysis does not severely affect the capacity. This is encouraging since measurement campaigns have revealed relatively small elevation spreads but large azimuth spreads in indoor and pico-cell environments [13]. Such environments are particularly relevant for MIMO systems since they are likely locations for wireless high-speed data links.

III. DIVERSITY INTERPRETATION

It is interesting to examine the preceding results within a diversity context. Consider an incident field consisting of discrete plane waves. The electric and magnetic fields at the observation point may be expressed as

$$\overline{E}(\mathbf{r}_0) = \sum_m \left( A_m \hat{\mathbf{e}} + B_m \hat{\mathbf{h}} \right) e^{-j k \mathbf{r}_m \cdot \mathbf{r}_0}$$

(20)

$$\overline{H}(\mathbf{r}_0) = \frac{1}{j \omega} \sum_m \left( -B_m \hat{\mathbf{e}} + A_m \hat{\mathbf{h}} \right) e^{-j k \mathbf{r}_m \cdot \mathbf{r}_0}$$

(21)
where $\tilde{k}_0$ and $\tilde{\rho}_0$ are the free-space wavenumber and intrinsic impedance, respectively, and $\tilde{\rho}_m$ represents the unit vector in the arrival direction for the $m$th incident plane wave. These expressions indicate that the magnetic fields do not provide any information not contained within the electric field. In particular, if there is only one wave ($m = 1$), the two polarizations create the two communication modes, and the resulting diversity is therefore referred to as polarization diversity. Note that there are only two nonzero eigenvalues and two effective diversity branches in this special case, as found in Figs. 1 and 2.

Despite the observation that the incident magnetic field does not provide any new information, we still found in Section II-C that the signals received by the electric sensors can be uncorrelated with the signals received by the magnetic sensors. In fact, if there is rich multipath, all six signals computed according to (5) were found to be uncorrelated and of equal strength. The key in obtaining the decorrelation is to observe the projection (5) were found to be uncorrelated and of equal strength. The key in obtaining the decorrelation is to observe the projection of the incident field onto each basis function in (5). The result of this operation is that each sensor applies a unique magnitude weighting (the radiation pattern) to the multipath components based upon their arrival angles, and the resulting diversity can therefore be appropriately referred to as pattern diversity [11]. Thus, it is not the incoming electric and magnetic field that are uncorrelated; instead, it is the fact that each received signal is weighted by an orthogonal pattern that provides the diversity. Hence, the total diversity order of six is achieved by a combination of angle and polarization diversity. Finally, it should be noted that the weighting using different radiation patterns is analogous to the operation performed by spatially separated antennas which uniquely weight the phases of the multipath arrivals.

**IV. CONCLUSION AND DISCUSSION**

This paper has presented an analytical framework useful for assessing the behavior of signals received by orthogonally oriented field sensors at a point in space. The formulation uses field basis functions derived from vector current basis functions in order to determine the receive signal correlation matrix for a given incident multipath field. This interpretation suggests that a combination of angle and polarization diversity, enabled by the six possible current components, can lead to up to six degrees of communication freedom for ideal point sensors. The channel capacity for systems employing multiple electromagnetic field polarizations was also investigated. It was found that a large portion of the potential capacity can be obtained with limited elevation spread as long as the azimuth spread is relatively large which are common conditions in indoor and urban environments. It is hoped that this analysis will provide insight into the physical behavior leading to multiple communication modes based upon electromagnetic field polarization.

The analysis of the potential performance of employing multiple electromagnetic polarizations was based on ideal point sensors. From a practical standpoint, however, antennas must be of finite size. To examine the performance of real antennas, a straightforward antenna solution was implemented using half-wave dipoles and full-wave loops to approximate the ideal point sensors. These antenna topologies were chosen since they are easily matched to the transmit/receive system over reasonable communication bandwidths. However, the radiation patterns of this antenna arrangement were found to be nonorthogonal. In fact, in a rich multipath environment only three significant eigenvalues was found. This arrangement has about half the effective number of diversity branches and slightly more than half the channel capacity of the ideal antenna arrangement analyzed in this paper. Thus, finding efficient compact antennas that exhibit radiation patterns that give low correlation and high capacity is an interesting and important antenna design problem that recently has received more attention [18].
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