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Abstract—This paper presents a new framework for the analysis of mutually coupled diversity antennas based on network theory. The network model incorporates the matching network between the antennas and front-end amplifiers and uses a realistic model for the amplifier noise. The resulting analysis includes the impact of the coupled-antenna radiation patterns and impedance characteristics in determining the branch signal-to-noise ratios (SNRs). Application of the formulation to coupled dipole antennas characterized using full-wave electromagnetic analysis illustrates that a matching network providing a minimum amplifier noise figure achieves significantly better diversity performance than one providing maximum power transfer.

Index Terms—Antenna diversity, impedance matching, mutual coupling, noise figure.

I. INTRODUCTION

A NTENNA diversity has long been an important technique for mitigating the detrimental effects of multipath fading in wireless communication links [1]. This technology is likely to become even more prevalent in future systems as the demand for spectral efficiency increases. However, when multiple antennas are placed on small personal communications devices, the close element spacing leads to mutual coupling that alters the antenna terminal impedance and radiation pattern [2], thereby impacting the diversity performance.

Past work on coupled-antenna diversity performance has emphasized the effect of coupling on the radiation pattern and resulting signal correlation and has either ignored the impact of the altered antenna impedance [3]–[9] or given only limited consideration to the receive impedance matching problem [10]–[15]. In prior work, a network model that includes the effect of pattern and impedance on the received signal voltage was developed [16]. However, the simple model for the front-end noise did not accurately represent noise generated in realistic amplifiers. The analysis, therefore, confirmed prior findings that matching for maximum power transfer is optimal for maximizing diversity performance [11], [12].

In this paper, the network analysis of coupled-antenna diversity receivers is extended to include an improved amplifier noise model. This model, while creating significantly increased analysis complexity, allows proper characterization of antenna diversity architectures due to its realistic representation of signal-to-noise ratio (SNR). In fact, examples using the analysis framework with electromagnetically characterized coupled dipoles reveal that matching for a minimum amplifier noise figure can be far superior to matching for optimal power transfer (50% improvement for the transistor used).

Section II provides a characterization of the blocks forming the diversity receiver architecture and introduces the noisy amplifier model. Sections III and IV then detail the network analysis used to obtain the voltage signals at the amplifier outputs for a given incident field and apply this framework to quantify the diversity performance of the coupled antenna system. Computational results showing the performance of two coupled dipoles as a function of antenna spacing for a representative transistor are given in Section V. Finally, concluding remarks are given in Section VI.

II. DIVERSITY RECEIVER MODEL

Careful characterization of an antenna diversity receiving system requires the construction of a detailed model that includes the multipath propagation channel, coupled antenna, matching network, and receiving amplifiers with appropriate load terminations. Fig. 1 shows a block diagram of this system (without the propagation model, which is discussed in Section IV-A). For analysis purposes, a scattering parameter (S-parameter) [17] description of the network signals is adopted wherein the forward and reverse traveling waves are denoted as a and b, respectively. All S-parameters are referenced to a real impedance $Z_0$. The flow diagram for this network, with the various blocks delineated by the dashed lines, appears in Fig. 2. Each of the blocks will be described in the following sections. Throughout this analysis, boldface uppercase and lowercase letters will describe matrices and column vectors, respectively, with $H_{mn}$ denoting the element occupying the $m$th row and $n$th column of a matrix.
A. Coupled Antenna

Within the context of antenna diversity systems, mutual coupling alters the performance from the isolated antenna element case in two fashions. First, the introduction of elements in the vicinity of a radiating antenna changes the electromagnetic boundary conditions and, therefore, alters the driven-element radiation pattern. Second, excitation of one element induces a voltage across the terminals of adjacent elements; an effect represented here for the \( N \) antennas by a terminal \( N \times N \) S-matrix \( S_R \). A combination of these two factors will influence the \( N \times 1 \) vector of source signals \( b_S \), which results when an electromagnetic field is incident on the array and the antenna ports are terminated in the reference impedance \( Z_0 \). With this description, the total signal entering the network from the antenna terminals can be expressed as

\[
a_1 = b_S + S_R b_1.
\]

A mechanism for computing \( b_S \) is discussed in Section III-A.

B. Matching Network

The matching network in Fig. 1 provides a proper impedance interface between the antenna and receiving amplifiers. Given the multiport nature of the diversity receiving system, the matching network will be represented using a block matrix S-parameter description, or

\[
S_M = \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix}
\]

(2)

where 1 and 2 refer to input and output ports, respectively.

Incorporating the coupled nature of the antenna when synthesizing an optimal matching network is a relatively complex undertaking. The goal here is to determine the mathematical form of the S-matrix of such a matching network based on design goals. To facilitate this specification, the present discussion will be restricted to lossless matching networks that ideally have unity noise figures and are characterized by unitary S-matrices. Note that this constraint generally precludes the use of resistive or active matching network elements that add noise. As detailed in the Appendix, the singular value decomposition (SVD) of the subblocks \( S_{ij} = U_{ij} \Lambda_{ij}^{1/2} V_{ij}^H \) in (2) can be taken, where \( U_{ij} \) and \( V_{ij} \) are unitary matrices of singular vectors, \( \Lambda_{ij}^{1/2} \) is a diagonal matrix of real singular values, and \( \{ \cdot \}^H \) represents a conjugate transpose. Since \( S_M \) is unitary, relationships exist among the subblock singular vectors and values, leading to the forms

\[
\begin{align*}
S_{11} &= U_{11} \Lambda_{11}^{1/2} V_{11}^H \\
S_{12} &= -U_{11} \Theta^H (I - \Lambda_{11})^{1/2} V_{22}^H \\
S_{21} &= U_{22} \Theta (I - \Lambda_{11})^{1/2} V_{11}^H \\
S_{22} &= U_{22} \Lambda_{22}^{1/2} V_{22}^H
\end{align*}
\]

(3)

where \( I \) is the identity matrix, and \( \Theta \) is a diagonal phase shift matrix with arbitrary complex elements of unit magnitude. These relations form a key part of the matching network specification in Section III-C.

It is interesting to consider the physical implication of the SVD representation of \( S_{ij} \). Since \( b_i = S_{ij} a_j \) for \( a_k = 0, k \neq j \)

\[
b_i' = U_{ij}^H b_i = \Lambda_{ij}^{1/2} V_{ij}^H a_j = \Lambda_{ij}^{1/2} a_j.
\]

(4)

Considering vectors \( b_i' \) and \( a_j' \), the response of the network is now characterized by \( N \) one-port elements, where the \( n \)th element presents a positive reflection or transmission coefficient \( \Lambda_{ij}^{1/2} \).

C. Noisy Amplifiers

The complication considered in this paper is the noise model associated with practical high-frequency transistor-based amplifiers [18]. A power wave noise model is adopted [19], wherein the \( n \)th amplifier is described by forward and reverse traveling noise waves \( a_{n,m} \) and \( b_{n,m} \), respectively, at the amplifier input. Using the notation of Fig. 2 with the amplifier S-parameters denoted with a subscript “A,” the signal plus noise amplifier output waves are

\[
\begin{align*}
a_2 &= S_{A,11} b_2 + S_{A,12} b_L - S_{A,11} a_\eta + b_\eta \\
a_L &= S_{A,21} b_2 + S_{A,22} b_L - S_{A,21} a_\eta
\end{align*}
\]

(5)

(6)

If it is assumed that the noise in each amplifier is uncorrelated with that of all other amplifiers, then

\[
\begin{align*}
E \{ a_\eta n_{\eta}^H \} &= k_B T_\alpha B I \\
E \{ b_\eta n_{\eta}^H \} &= k_B T_\beta B I \\
E \{ a_\eta n_{\eta}^H \} &= k_B T_\gamma B I
\end{align*}
\]

(7)

where \( k_B \) is the Boltzmann constant, \( B \) is the system noise power bandwidth, \( E\{\cdot\} \) denotes an expectation, and \( T_\alpha, T_\beta, \) and \( T_\gamma \) are effective noise temperatures [19].
specify the matching network blocks \( S_{ij} \) to achieve design goals.

### A. Antenna Port Output Signal

First, the signal vector \( b_0 \) at the receive antenna ports must be determined for an incident plane wave. Let \( f_n(\Omega) \) represent the vector far-zone electric field of the \( n \)th receive element for unit driving current \( (i_n = 1) \) with all other elements open circuited \( (i_k = 0 \text{ for } k \neq n) \), normalized by the field of an isotropic radiator, where \( \Omega \) is the solid angle direction. The total normalized (dimensionless) field pattern at the angle \( \Omega \) for the array is then expressed using the superposition

\[
e(\Omega) = \sum f_n(\Omega)i_n = F(\Omega) i
\]

where \( i \) is the column vector of excitation currents, and \( f_n(\Omega) \) represents the \( n \)th column of the matrix \( F(\Omega) \).

Now, assume that a plane wave arrives from the direction \( \Omega_0 \) with complex field strength \( E_0 \) and electric field polarization vector \( \hat{e} \). The open-circuit antenna voltages are proportional to the inner product between the vector field intensity and the vector antenna response in the direction \( \Omega_0 \), or [11]

\[
v = 2c_1 E_0 F(\Omega_0)^T \hat{e}
\]

where \( c_1 \) is a complex constant (in ampere meters), and the factor of 2 is for later convenience. Furthermore, if the antenna ports are open circuited in the model in Fig. 1, the situation that \( b_1 = a_1 \) holds, so that this voltage can also be expressed as

\[
v = Z_0^{\frac{j}{2}} (a_1 + b_1) = 2Z_0^{\frac{j}{2}} a_1.
\]

Using \( b_1 = a_1 \) in (1) leads to \( b_S = (I - S_R)a_1 \), which, when used with (9) and (10), gives the result

\[
b_S = c_1 Z_0^{\frac{j}{2}} E_0 (I - S_R)F(\Omega_0)^T \hat{e}
\]

\[
= c_1 Z_0^{\frac{j}{2}} E_0 F'(\Omega_0)^T \hat{e}
\]

where the impedance mismatch factor \( (I - S_R) \) has been included in the effective pattern \( F'(\Omega_0) \) for simplicity.

### B. Amplifier Output Signal

Given a value of \( b_S \) for an incident field and receive array, the received signal plus noise delivered to the loads at the amplifier outputs can now be determined. To begin, (1) is used with \( b_1 = S_{11}a_1 + S_{12}a_2 \) to obtain

\[
a_1 = (I - S_R S_{11})^{-1}(b_S + S_R S_{12}a_2).
\]

Using (12) with \( b_2 = S_{21}a_1 + S_{22}a_2 \), leads to:

\[
b_2 = S_{21}(I - S_R S_{11})^{-1} b_S + \left[ S_{22} + S_{21}(I - S_R S_{11})^{-1} S_R S_{12} \right] a_2
\]

where \( \Gamma_0 \) has been used to represent the reflection coefficient at the matching network output (see Fig. 1).

Now, according to Fig. 2, \( a_2 \) can be expressed as

\[
a_2 = b_\eta + S_{A,11}(b_2 - a_\eta) + S_{A,12} \Gamma_L a_L.
\]

Inserting this result into (13) and rearranging leads to

\[
b_2 = (I - \Gamma_0 S_{A,11})^{-1} \left[ S_{21}(I - S_R S_{11})^{-1} b_S + \Gamma_0 (b_\eta - S_{A,11} a_\eta + S_{A,12} \Gamma_L a_L) \right].
\]

Rearranging the expression \( a_L = S_{A,21}(b_2 - a_\eta) + S_{A,22} \Gamma_L a_L \) produces

\[
a_L = (I - S_{A,22} \Gamma_L)^{-1} S_{A,21}(b_2 - a_\eta).
\]

Substituting (15) into (16), simplifying, and subsequently using the fact that the voltage across the load termination is \( v_L = Z_0^{\frac{1}{2}} (I + \Gamma_L) a_L \), leads to a final expression

\[
v_L = Q \left[ S_{21}(I - S_R S_{11})^{-1} b_S + \Gamma_0 b_\eta - a_\eta \right]
\]

where

\[
Q = Z_0^{\frac{1}{2}} (I + \Gamma_L) \left[ (I - \Gamma_0 S_{A,11}) S_{A,21}^{-1} \right. \times \left. (I - S_{A,22} \Gamma_L) - \Gamma_0 S_{A,12} \Gamma_L \right]^{-1}.
\]

### C. Matching Network Specification

Practical amplifier design involves specifying a design goal for the amplifier performance (minimum noise figure, maximum power transfer) and synthesizing the source and load terminations that achieve this goal [18]. In this analysis, this is tantamount to defining a desired value of \( \Gamma_0 \), which is the source termination seen by the amplifier, and using this value to determine the subblocks \( S_{ij} \).

Assuming that \( \Gamma_0 \) has been given, the form for \( \Gamma_0 \) in (13) coupled with the expressions in (3) is used to obtain

\[
\Gamma_0 = U_0 A_0^\frac{1}{2} V_0^H
\]

\[
= U_{22} \left[ A_{11}^\frac{1}{2} - (I - A_{11})^\frac{1}{2} T (I - A_{11})^\frac{1}{2} \right] V_{22}^H
\]

\[
T = \Theta V_{11}^H \left( I - S_R U_{11} A_{11}^\frac{1}{2} V_{11}^H \right) S_R U_{11} \Theta^H
\]

where the first equality is the SVD of \( \Gamma_0 \). There is flexibility in specifying the singular vectors \( U_{ii}, V_{ii}, i \in 1, 2, \) and therefore, representations that lead to mathematical simplicity are chosen. First, it is clear that if \( S_R = U_R \Lambda_R^{1/2} V_R^H \), then by choosing \( U_{11} = V_R \) and \( V_{11} = U_R \), leads to the expression

\[
T = \left( I - A_R^\frac{1}{2} \Lambda_R^\frac{1}{2} A_R^\frac{1}{2} \right)^{-1} A_R^\frac{1}{2} (21)
\]
which is diagonal. If $U_{22} = U_0$ and $V_{22} = V_0$ are further chosen, (19) can be solved to obtain

$$\Lambda_{11}^\frac{1}{2} = \left(\Lambda_0^\frac{1}{2} + \Lambda_R^\frac{1}{2}\right)^{-1} \left(I + \Lambda_0^\frac{1}{2} \Lambda_R^\frac{1}{2}\right)^{-1}. \tag{22}$$

The matrix $\Theta$ can be any diagonal matrix with entries of unit magnitude, and therefore, $\Theta = jI$ is used.

If the amplifiers are assumed uncoupled ($S_{A,ij}$ and $\Gamma_L$ are diagonal), typical design goals will be achieved for diagonal $\Gamma_0$. Let $\Gamma_{\text{opt}}$ and $\Gamma_{\text{MS}}$ represent the (scalar) source reflection coefficient for achieving minimum noise figure and maximum power gain, respectively, for the amplifier. These values are readily computed from the specifications of the amplifying device [18]. Then, achieving minimum noise figure and optimal power gain are accomplished by setting $\Gamma_0 = \Gamma_{\text{opt}} I$ and $\Gamma_0 = \Gamma_{\text{MS}} I$, respectively. Since diversity performance depends on SNR, a design for minimum noise figure is expected to outperform one for optimal power gain. It is also pointed out that if $\Gamma_0 = 0$, then any reverse traveling noise from the transistor will not be reflected back into the amplifier, leading to perhaps reduced SNR compared to a design for optimal power gain. This condition can be obtained by setting $S_{11} = S_{R11}^H$, which is easily verified by substituting $S_R = S_{R11}^H = V_{11} \Lambda_{11}^{\frac{1}{2}} U_{11}^H$ into (19) and (20).

Achieving diagonal $\Gamma_0$ in general requires a coupled matching network to “undo” the coupling created by the antenna. It is, however, assumed that the coupled antenna can be represented using the diagonal elements of the full impedance matrix $Z_R$, leading to a diagonal $S_R$ with elements $S_{R,ii} = (Z_{R,ii} - Z_0)/(Z_{R,ii} + Z_0)$. This value of $S_R$ is then used in place of $S_R$ to specify the singular vectors and singular values as outlined above, leading to an uncoupled matching network. However, when analyzing the performance of such a match, the complete nondiagonal form of $S_R$ must be used in the analysis equation (17).

IV. DIVERSITY GAIN

Combining the network analysis of Section III with statistical incident field models allows quantification of the diversity gain achieved by the system. It is assumed that the antennas and incident waves have the same single polarization and that the incident field consists of an ensemble of plane waves with amplitudes drawn from a zero-mean complex Gaussian distribution. This assumption indicates that the received signal voltage will be a complex Gaussian random variable that can be completely specified in terms of the covariance $R_L = \mathbb{E}\{v_L v_L^H\}$.

A. Received Voltage Covariance

Using the independence of the signal and noise waves, the covariance matrix $R_L$ is given as

$$R_L = Q[GR_S G^H + R_\eta]Q^H \tag{23}$$

where $R_S = \mathbb{E}\{b_S b_S^H\}$ is the covariance of $b_S$. The noise covariance is given as

$$R_\eta = \mathbb{E}\{(\Gamma_0 b_\eta - a_\eta)(\Gamma_0 b_\eta - a_\eta)^H\} = k_B B \left(T_\alpha I + T_\beta \Gamma_0^H - T_\gamma \Gamma_0 - T_\gamma^H \Gamma_0^H\right) \tag{24}$$

where the results in (7) have been used. This expression explicitly shows how the value of $\Gamma_0$ impacts the noise level (and, therefore, the SNR) at the receiver output.

It is assumed that the incident plane waves are uniformly distributed in the arrival angle within the horizontal plane and that their complex amplitudes are independent of the arrival angle and have variance $E^2$. Then, using (11) under the assumption of antennas and fields sharing the same polarization, the covariance of $b_S$ may be written as

$$R_S = \left|c_1^2 E^2\right| \int_0^{2\pi} F^T(\phi) F^e(\phi) d\phi. \tag{25}$$

Using (25), it is interesting to explore the signal covariance at the matching network output ports, or $R_0 = G R_S G^H$. First, using power conservation considerations, it is possible to show that $R_S = c_S (I - S_R S_R^H)$, with $c_S$ a constant. Then, if $\Gamma_0$ and, therefore, $U_0$ are diagonal, use of the results in Section III-C shows that $R_0$ is diagonal. Furthermore, if $\Lambda_R = \lambda_R I$ and $\Lambda_0 = \lambda_0 I$, then $R_0 = \lambda_0 \lambda_R I$. Effectively, this means that the coupled antenna and matching network combine the element patterns into array patterns that are orthogonal with equal (spatially averaged) gains, which also suggests that the coupled system maintains unit radiation efficiency, as demonstrated in [20]. Because this combining is performed before the amplifier noise is injected, the coupled system can achieve higher diversity than a system with uncoupled antennas.

B. Equivalent Diversity Branches

When the signal and noise waveforms received on each diversity branch are uncorrelated with the waveforms on the other branches, the statistics of the diversity-combined SNR level assuming maximal ratio or selection combining can be computed in closed form [1], [10]. However, in general, the model $R_L$, computed in Section IV-A is not diagonal, indicating nonzero correlation. The received voltage $v_L$ will therefore be transformed to diagonalize $R_L$.

The first step in this transformation is to apply a prewhitening filter to decorrelate the received noise. To accomplish this, the eigenvalue decomposition (EVD) $R_\eta = \xi_\eta \Lambda_\eta \xi_\eta^H$ is computed, and $\zeta = Q \xi_\eta \Lambda_\eta^{\frac{1}{2}}$ is defined. $y = \zeta^{-1} v_L$ is then defined, and its covariance is

$$R_y = \zeta^{-1} R_L \zeta^{-H} \tag{26}$$

which is seen to have uncorrelated noise.

$$= \Lambda_\eta^{\frac{1}{2}} \xi_\eta^H G R_S G^H \xi_\eta \Lambda_\eta^{\frac{1}{2}} + k_B B T_\alpha I$$
If the EVD of \( R_{S0} = \xi_S^H A_S \xi_S \) is computed next and \( z = \xi_S^H y \) is defined, the covariance of \( z \) can be computed as

\[
R_z = \xi_S^H R_{S0} \xi_S + k_B BT_\alpha \xi_S^H \xi_S = \Lambda_S + k_B BT_\alpha I
\]  

(27)

where the unitary nature of \( \xi_S \) has been used. Therefore, \( z \) represents the output voltage vector of equivalent diversity branches with uncorrelated signals and noise. The elements of the diagonal matrix \( \Lambda_S \) represent the received signal power on each equivalent branch, while all branches have a noise power of \( k_B BT_\alpha \). The SNR for the \( i \)th independent branch is therefore \( SNR_i = \Lambda_{S,ii}/k_B BT_\alpha \). It is also noted that because \( Q \) multiplies both the signal and the noise, it does not appear in this diagonalized covariance representation and, therefore, will not impact the diversity performance.

C. Effective Diversity Order

The ultimate goal is to quantify the diversity performance of coupled antennas relative to the performance for uncoupled elements. The effective diversity order is an effective measure of overall performance since it includes both correlation and branch SNR in a single quantitative metric [10]. To compute this quantity for the coupled antennas, the cumulative distribution function (cdf) of the SNR for the diversity-combined signal is constructed. As previously mentioned, this cdf can be represented in closed form using the equivalent branch SNR values as computed in Section IV-B.

Now, a value pair (SNR, probability) on this cdf curve is selected. In this study, the SNR value corresponding to the 1% probability level is chosen, which means that the achieved SNR is lower than this value only 1% of the time. The number of uncoupled antennas that it would require to achieve this same SNR at the 1% point is then computed, assuming the signals on these antennas are uncorrelated. Since cdf curves can only be computed for integer numbers of independent signals, linear interpolation between the 1% points on these curves is used to find the fractional number of elements that would be required to achieve the given performance. This number represents the system diversity order.

To make this comparison meaningful, the branch SNR assumed for the uncorrelated reference signals must be consistent with the SNR levels for the coupled antenna system. To achieve this, the input impedance and radiation pattern for an isolated antenna are computed using the same electromagnetic technique as used for characterizing the coupled antennas. Using the framework in Section IV-A, the scalar variance \( R_S \) (the matrix \( F' \) becomes a simple column vector) for this single antenna in the environment of interest is computed. A matching network corresponding to \( \Gamma_0 = 0 \) is used for simplicity, yielding an average SNR for the single branch of \( R_S/k_B BT_\alpha \). The reference cdf curves for the independent branch signals are then constructed based on this branch SNR.

V. COMPUTATIONAL EXAMPLES

A. Antenna Electromagnetic Characterization

To demonstrate application of the analysis framework developed in this paper and to illustrate the impact of antenna/amplifier matching on the diversity performance of mutually coupled antennas, an array consisting of two coupled dipoles is explored. While closed-form expressions for coupled dipole impedance matrices exist (for reasonable antenna spacings), expressions for the patterns do not, motivating the use of full-wave electromagnetic solutions that can accurately characterize closely spaced elements. The finite-difference time-domain (FDTD) method [5], [21] was chosen for this computation. In this analysis, the \( z \)-oriented half-wave (total length) dipoles with a wire radius of 0.01\( \lambda \) and separated by a distance \( d \) are located at the center of the computational domain. Because narrowband systems are being considered here, single-frequency antenna excitation is used. The FDTD grid uses 80 cells per wavelength in the \( z \) direction and 200 cells per wavelength in the \( x \) and \( y \) directions to adequately model the azimuthal current variations for close antenna spacings. A buffer region of a quarter wavelength is placed between the antennas and the terminating eight-cell perfectly matched layer (PML) absorbing boundary condition (ABC).

Based upon the formulation in Section IV-A, pattern computations are performed when one antenna is excited, while the second is terminated in an open circuit. The antenna \( S \)-parameter matrix \( S_R \) is computed with the antennas terminated in \( Z_0 \). The same tool is used to characterize a single but otherwise identical dipole for use in the diversity order computation. The incident field consists of plane waves with uniformly distributed arrival angles such that the covariance \( R_S \) can be computed from (25).

The transistor used for the amplifier in this work is a bipolar junction transistor (BJT) taken from an application note [22]. At a collector-emitter bias voltage of 10 V, collector current of 4 mA, frequency of 4 GHz, and reference impedance of \( Z_0 = 50 \Omega \), the \( S \)-parameters and noise parameters are given as

\[
\begin{align*}
S_{11} &= 0.552 \angle 169^\circ & S_{12} &= 0.049 \angle 23^\circ \\
S_{21} &= 1.681 \angle 26^\circ & S_{22} &= 0.839 \angle -67^\circ \\
F_{\min} &= 2.5 \text{ dB} & \Gamma_{\text{opt}} &= 0.475 \angle 166^\circ \\
R_n &= 3.5 \Omega
\end{align*}
\]

(28)

where \( F_{\min}, \Gamma_{\text{opt}}, \) and \( R_n \) are the device minimum noise figure, optimal source termination for noise figure, and effective noise resistance, respectively. These parameters are converted to the effective noise temperatures \( T_n, T_{ji}, \) and \( T_\gamma \) using algebraic relations [19].

B. Diversity Order Results

In the examples, matching networks designed to achieve optimal amplifier noise figure ("NF"), optimal power gain, and \( \Gamma_0 = 0 \) are used. Matching network synthesis is based on the full antenna coupling matrix \( S_R \) as well as the diagonal coupling matrix \( S_{R,i} \), as discussed in Section III-C. The abbreviation
Fig. 3. Effective diversity order versus dipole spacing for matching networks that achieve optimal noise figure or optimal power gain for the amplifier. Curves are for optimal matching or for a matching network realized, assuming the antenna impedance matrix is diagonal (SI = self-impedance).

“SI” (for self-impedance match) will be used in the plot legends to designate this latter case.

Fig. 3 plots the effective diversity order as a function of dipole spacing for matching networks achieving optimal noise figure and power gain. Several observations regarding these results deserve attention. First, for very close antenna spacings, the two antennas behave largely as a single element, resulting in a diversity order near unity. This low diversity order increases rapidly with separation, however, and for certain moderate spacings, it can actually exceed the diversity order achieved for large element separation. This peak in the diversity order stems from the pattern orthogonality created by the coupled antennas and matching network, as discussed in Section IV-A, which leads to higher diversity than can be achieved with the uncoupled dipoles with the same spacing used as a reference in the diversity order computation. Such a phenomenon was not observed in prior results [11], [12] since such coupled matching networks were not examined. The results of Fig. 3 also show that matching to the self-impedance creates relatively little degradation in performance, particularly for element spacings larger than about $\lambda/4$.

The final and perhaps most revealing finding from the results in Fig. 3 is that while optimal power transfer is a typical design goal, it is dramatically suboptimal in terms of diversity performance. This is an intuitive result, since matching for maximum power transfer neglects the impact of the match on amplifier noise figure, which directly controls the received SNR, which is the key parameter in determining the overall communication performance. This superiority of matching for minimum noise figure is therefore general for any receiving system equipped with practical noisy amplifiers. Prior studies in which the accurate amplifier noise model is not included [12], [14], [16] are not capable of predicting this behavior since in such a case, the match only impacts the power and not the noise, leading to the conclusion that matching for maximum power transfer is optimal.

VI. CONCLUSION

This paper has presented a new analysis of receiving diversity systems consisting of mutually coupled antennas, matching networks, and independent front-end amplifiers for each antenna. The analysis uses a network theory to formulate the voltage at the amplifier outputs for an incident electric field and provides a mechanism for computing the covariance of these voltages. The noise model for the amplifiers includes both forward and reverse traveling noise waves, which is a detail not previously considered and which notably complicates the formulation. Using the SVD to characterize the S-parameter matrix of the matching network allowed specification of these S-parameters for matching networks to achieve the desired design goals. Examples involving electromagnetic characterization of two coupled dipoles coupled with the network analysis revealed that on the receiver, matching networks designed to achieve...
a minimum noise figure for the amplifiers provide superior performance to those designed to achieve optimal signal power transfer through the network. This conclusion is general to any practical small signal receive amplifier configuration with a nonzero noise figure, since ultimately, SNR is the key parameter in determining the diversity performance. It is important to point out, however, that this finding is not generally applicable for diversity transmitters where transmitted power, as opposed to a noise figure, is the dominant consideration.

APPENDIX

Lossless matching networks are characterized by unitary S-matrices such that $S_M^H S_M = I$. Using the representation in (2) and substituting the SVD of the subblocks $S_{ij} = U_{ij} \Lambda_{ij}^{1/2} V_{ij}^H$ into the lossless constraint yields the relations

$$V_{ij} \Theta_{ij} = V_{jj} \Lambda_{ij} = I - \Lambda_{jj}, \quad i \neq j \quad (29)$$

where $\Theta_{ij}$ is a diagonal matrix with unit-magnitude entries. This operation also produces the condition

$$\Lambda_{11}^{1/2} U_{11}^H U_{12} (I - \Lambda_{22})^{1/2} \Theta_{12}$$

$$= -\Theta_{21}^H (I - \Lambda_{11})^{1/2} U_{21}^H U_{22} \Lambda_{22}^{1/2}. \quad (30)$$

There is an entire family of matching networks that satisfy these conditions. Since finding one lossless matching network that achieves specified design goals is the main emphasis here, the singular vectors/values can be further specified. In this spirit, $U_{12} = U_{11}$ and $U_{21} = U_{22}$ are chosen. Then, according to (30), $\Theta_{21} = -\Theta_{12}^H = \Theta$ and $\Lambda_{22} = \Lambda_{11}$ are obtained. The subblocks of $S_M$ can then be expressed as in (3).
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