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Abstract—The performance of maximum likelihood searches can be boosted by using the most parsimonious tree as a starting point for the search. The time spent in performing the parsimony search to find this starting tree is insignificant compared to the time spent in the maximum likelihood search, leading to an overall gain in search time. These parsimony boosted maximum likelihood searches lead to topologies with scores statistically similar to the unboosted searches, but in less time.

I. INTRODUCTION

There are two common methods for inferring phylogenies from multiple alignment data, maximum parsimony [2] (MP) and maximum likelihood [10] (ML). The search problem for both methods is known to be NP-Hard [6] with parsimony known to also be NP-Complete [7], however the scoring of individual topologies during the search is quite different. The parsimony score of a topology can be computed in linear time with respect to the number of nodes in the topology, whereas the best known ML computations run in exponential time with respect to the number of nodes. As a result MP searches are much faster than ML searches.

Unfortunately parsimony has a strong bias toward long branch attraction, and can lead to positively misleading topologies [9]. Maximum likelihood also models more of the biology, including probabilities and estimates of branch lengths, information that can be required by other methods of phylogenetic analysis. As a result of the flaws of parsimony and the additional information provided by maximum likelihood, maximum likelihood is preferred by many researchers.

II. DATA SETS

For this work we used three types of alignment data sets: four taxa synthetic data, small real data sets and large data sets.

A. Synthetic Alignments

The four taxa synthetic data sets were used to establish areas of general concordance between ML and MP. To produce them we used the program Dawg [5] under a General Time Reversible (GTR) [26], [17], [22] model of evolution. We modeled the parameters according to the examples included with the program and explored a range of branch lengths as seen in Figure 1. The lambda value of 0.1 was used for the indel evolution rate and can be interpreted as one indel for every ten substitutions. The sequence length was increased to 2000 as this gives a reasonably sized sequence to allow for the expected value of any simulation to be seen. We ran two types of trees, a Felsenstein topology and a Farris topology, see Figure 2. Dawg generated data sets for trees under both topologies where the α and β branch lengths were varied from a branch length of 0.1 to 4.05 incremented by 0.05. A branch length of one is interpreted to mean that each site is expected to have one substitution from the internal node under the GTR definition of branch length. For each permutation of α and β branch lengths we ran a hundred replicates to get a percentage of matches between the two methods. This created a total of 1,280,000 data sets. In addition, this entire procedure was repeated with the the model changed to Jukes-Cantor (JC) [15], creating an additional 1,280,000 data sets.
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Fig. 2. The Felsenstein and Farris Trees

B. Small Real Alignment Data Sets

We used all the data sets with nine, ten, and eleven taxa from the 100s version of the benchmarks published by Carroll et al. [3]. These 279 data sets are protein-coding DNA alignments, derived from reference amino acid alignments [27], [20], [8], [19]. The small real alignments were used to perform exhaustive MP and ML searches.

C. Large Data Sets

We also used several large data sets provided by Stamatakos (http://icwww.epfl.ch/~stamataks/index-Dateien/Page443.htm). These data sets include seven real alignments ranging from 101 to 500 taxa and 10 simulated data sets, each with 4000 taxa and 2000 base pairs. These data sets are used to evaluate our heuristic on large data sets using RAxML [24].

III. CORRELATIONS

Both parsimony and maximum likelihood methods try to extract the evolutionary signal out of a multiple sequence alignment. Though they do so in very different ways it is reasonable to expect a fair correspondence between the two methods.

A. Areas of General Concordance of ML and MP

There has been a large inquiry into the relationship of ML and MP from the perspective of accuracy and strength of methods [23], [13], [14], [16] but the comparison has never taken the view of how well one estimates the other. Here we have used simulated data to elucidate this relationship. To do so we focused on the standard four taxa case and compared the performance of both methods under a Felsenstein topology and a Farris topology.

This topology as seen in Figure 2 is a four taxa tree with non-sibling branches that have branch length \( \beta \) and all other branches with length \( \alpha \). The second tree in Figure 2 shows a Farris topology where the two \( \beta \) length branches are siblings.

The Felsenstein zone [9] can be loosely described as the subspace of all Felsenstein topology branch lengths where parsimony will predict a tree topology that is incorrect. Later work went on to show that ML performs well on Felsenstein topologies, including those that lie in the Felsenstein zone and reasonably well on Farris topologies. Also shown was that MP failed in certain areas of branch lengths in the Felsenstein topology but excelled at the Farris topology.[23], [13], [14], [16]

Parsimony, has a strong bias toward placing longer branches as siblings. This bias gives it an advantage when longer branches are ‘true’ siblings and a disadvantage when the ‘true’ tree has non-sibling long branches.

To illustrate this we scored simulated alignments, as described in section II-A and compared the topological result produced from each method, the results are shown in Figures 3 and 4. These graphs show the percentage of time each method chose the same tree of the three possible trees.

As is clearly shown, one area in the Felsenstein topology space (the Felsenstein zone), as predicted by previous studies, does not correlate well forming the dark parabolic structure in Figure 3. This is due to the long branch attraction problem (LBA). From the perspective of parsimony as an estimator of likelihood topology, this should not be a problem because the number of long branches in a large data set are usually few and would only vary the topology by a few branches that are incorrect according to likelihood.

By running a likelihood search based on the best parsimony tree we can save time by getting the majority of branches correct and leaving likelihood to figure out the incorrect branches. This saves on the cost of using likelihood to search the whole tree space but lets it fine tune after the majority of bad trees are ruled out by parsimony. We are not trying to use parsimony as a function to predict ML but as a method to boost the search pass the large number of trees that both procedures predict are incorrect.

Most trees are assumed to be within the area where both
methods are completely consistent, the light colored areas of Figures 3 and 4. In the gray areas of the figures the methods are doing no better than randomly guessing. This is to be expected as this occurs where there is an expected rate of 2 or more substitutions per site, which causes a large loss of phylogenetic signal. As expected, the major limitation to the concordance between ML and MP are those topologies that lie within the Felsenstein zone.

Each tree was scored using the phylogenetics program PAUP* [25] under both MP and ML. We derived the results shown in Figures 3 and 4 using the defaults of PAUP* for parsimony and likelihood. The model for likelihood used was HKY [12].

This is an under-parametrization of the base model, GTR, used by Dawg to generate the data. The use of this under-parametrization, as HKY is a more simplified model compared to GTR, was used because it allowed for a universal model for all data sets without having to calculate the optimum parameters or model for each data set. To further explore the effects of this assumption we reran the analysis using a base model of JC in Dawg to see if there was a change in the results. In this case the use of HKY in the likelihood evaluation would be an over-parametrization of the the data sets model. We found no particularly different results (data not shown).

B. Gap State

When using parsimony as a heuristic for likelihood the gap mode used for the parsimony score is critical for good correspondence. Treating the gaps in an alignment as a new state creates large variances in the parsimony scores, depending on the extent to which the gaps line up. One solution when using parsimony as a precursor to a maximum likelihood search is to set the gap mode to missing to avoid this difficulty. Figures 5 and 6 show the difference in correspondence between the two methods. Both figures are a plot of an exhaustive search through one of the BAliBASE [27] data sets (RV10 BB40010). Every possible topology was scored by both parsimony and maximum likelihood, and then plotted. The color of each point indicates the topological distance, (measured using Robinson Foulds [21]), from the most parsimonious topology. In both cases maximum likelihood was scored using the HKY method. These results are representative of the other data sets.

C. Correlation Between The Most Likely and The Most Parsimonious Topology

While the correspondence between MP and ML methods exists it does not preserve a partial order between topologies.
It is therefore not possible to directly substitute one method for the other. However it is possible to use parsimony to aid a maximum likelihood search. Figure 5 shows that as parsimony score decreases, the negative log maximum likelihood score generally decreases also. This trend also generalizes to the other data sets studied.

In all but two of the nearly 300 real data sets, less than 70 possible topologies had a better likelihood score than the most parsimonious topology for that dataset. It is clear that in the majority of cases, parsimony eliminates most of the incorrect topologies. Figure 7 is a histogram of data sets grouped by the percentage of trees with better likelihood scores than the best parsimony tree. Note that 37 datasets fell into the 0% trees bucket. For the 9 taxa case, from which these data sets have been drawn 0.05% corresponds to 67 trees.

Furthermore the likelihood score of the best parsimony tree is often very comparable to the likelihood score of the best maximum likelihood tree. Figure 8 shows the relative error of the best parsimony tree, taking the best maximum likelihood score as the true value.

IV. PARSIMONY HEURISTIC

Not only do likelihood and parsimony generally improve together, the most likely and the most parsimonious trees are often very close topologically. The major difficulty with parsimony methods is long branch attraction [1]. This problem causes two long branches to be incorrectly made siblings in the final topology. This topological change is however correctable with a very small number of TBR swaps. A simple heuristic that can be applied to many existing phylogenetic programs is to perform a parsimony search and use the result as the seed tree for a maximum likelihood search. This maximum likelihood search can be further limited to trees within a small TBR distance of the most parsimonious tree.

The idea of using parsimony to improve likelihood searches is not entirely new. RAxML uses a step-wise maximum parsimony tree as its starting tree [24]. This is a step in the right direction but performing a complete parsimony search further improves performance of this search.

A. Improving PAUP*

Our heuristic is very easily implemented in PAUP*. PAUP* already has the machinery to perform both parsimony and maximum likelihood searches. The heuristic can be expressed in a PAUP* block, as shown in Figure 9. As parsimony gives us a tree that is topologically close to the desired tree, we limit the length of the maximum likelihood search, gaining further savings in time. The x used as the rearrlimit was set to the number of trees within one TBR swap.

We achieved identical scores on the majority of data sets using this method. Figure 10 shows a histogram of the differences in the scores of the final tree. It is not statistically significant that occasionally the heuristic outperforms the standard PAUP* search, nor is it significant that the standard PAUP* search occasionally produces a better score than the heuristic.

The use of the heuristic does improve search times significantly. As shown in Figure 11, the run time was on average improved by 25%. In a handful of the data sets, parsimony was not a good indicator of likelihood and the search took longer using the heuristic than it would have otherwise. All
times are the average of five runs.

B. Improving RAxML

Due to the size of the large datasets, exhaustive searching is not feasible. RAxML is a phylogenetic search program that can perform maximum likelihood searches on large datasets [24]. One of the heuristics it uses is to start the ML searching with a stepwise maximum parsimony tree. We took a slightly different approach to applying our heuristic to RAxML. First, we heuristically searched under MP, and then started the ML search in RAxML with the most parsimonious tree found. To search with MP, we used TNT, Tree Analysis Using New Technology [11], [18]. In other analysis that we’ve performed, TNT out performs PAUP* in terms of time and parsimony score [4]. We used two TNT search strategies per each data set: 1) sectorial-search and xmult and 2) TBR. The most parsimonious tree found with TNT was used to start a GTR-GAMMA search with RAxML. The relative difference in scores is shown in Figure 12. Again the scores are not statistically different, but there is more variability than with the PAUP* scores.

The execution time improvements are shown in Figure 13. There are two circumstances which are probably causing this reduction in the performance of the heuristic. First, RAxML by default starts its search with a step-wise maximum parsimony tree. This tree already has a reasonable parsimony score, so there is not as much benefit to be gained by finding a more parsimonious tree. Another difference is that RAxML does not allow us to limit the time spent in the likelihood search, which does not allow us to take full advantage of the small topological differences between the maximum parsimony and maximum likelihood trees.
V. Conclusions

Parsimony is correlated with likelihood in phylogenetic inference. In many data sets the predicted topologies are very close, if not identical. Maximum likelihood searches can be boosted using our parsimony heuristic in a manner that avoids the problems associated with the Felsenstein Zone and parsimony while maintaining some of the speed of a parsimony search.
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