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ABSTRACT

A Survey of Graph Neural Networks on Synthetic Data

Brigham Stone Carson
Department of Mathematics, BYU
Master of Science

We relate properties of attributed random graph models to the performance of GNN architectures. We identify regimes where GNNs outperform feedforward neural networks and non-attributed graph clustering methods. We compare GNN performance on our synthetic benchmark to performance on popular real-world datasets. We analyze the theoretical foundations for weak recovery in GNNs for popular one- and two-layer architectures. We obtain an explicit formula for the performance of a 1-layer GNN, and we obtain useful insights on how to proceed in the 2-layer case. Finally, we improve the bound for a notable result on the GNN size generalization problem by 1.
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2.1 (Left) Performance of GCN on a two-class non-degree-corrected cSBM. Color indicates accuracy. The performance curves for the feedforward neural network and graph-only (feature-blind) architectures are also represented to the right and below respectively, each one dimensional because they only use one aspect of the graph (edges or features). We used spectral clustering for assortative graphs (where edge information is between 0 and 3) whereas we used grahtool in the dissasortative case (edge information is between -3 and 0) where spectral clustering doesn’t make sense. We ran additional experiments for other clustering algorithms using the Python package Leiden [1]. However, since they each performed worse than spectral clustering, we do not include them here. (Right) The top-performing model (between GCN, NN, and spectral clustering). White space indicates where one model was not consistently better than the others. We see that GCN is favorable when both edge and feature information is moderately noisy. The other two models surpass the GCN when one aspect of the graph is relatively noisy and the model is able to completely ignore it. Additionally, we see that the GCN also outperforms the other models if the graph is sufficiently heterophilous.
2.2 Comparison of architecture performances on non-degree-corrected and degree-corrected SBMs for GCN, GAT, SAGE and Transformer Architectures. Notice the GCN and GAT consistently perform worst when the edge information is roughly zero, but the other two models are able to still achieve perfect accuracy given enough feature information. This perhaps could be due to SAGE and Transformer being able to learn a more global context for each node. In this regime we see that almost all of the architectures did better on the heavy tailed graphs. The GCN was able to achieve higher higher accuracy when the edges were just noise. The accuracy of the GAT improved in the regime of very noisy edges and features, this can bee seen by viewing the lightness of the blue portion.

2.3 Architecture performance on data with seven classes. Here the models need more feature or edge information than in binary classification. This is similar to results in [2], where an increased number of classes necessitates more distinct clusters in order to accomplish recovery (see page 16). Viewing how these blue regions shift illuminates how well each model handle heterophily. SAGE consistently did the best both when increasing the number of classes and in the heterophilous cases.
2.4 Comparison between model accuracies on real data compared to performance on matched synthetic data for GCN, SAGE and GAT on standard benchmark datasets. The datasets from left to right are: Flickr, DeezerEurope, Citeseer, LastFMAsia, DBLP, FacebookPagePage, Pubmed, GitHub, Cora, Amazon Computers, and Amazon Photos. The figure depicts cases where we transform only the edges, only the features, and both. The transformer was not run due to memory requirements. The accuracy tends to improve when we transform the data, the most stark increase being when all the data is transformed. This is likely due to the new edges and features more faithfully representing the classes than did the original data.

3.1 Plot of the integration problem before and after transformation.

3.2 Theoretical probabilities computed on experimental SBM graphs \( (n = 500, \mu = 1, d = 10) \). Results from both weakly homophilous \( (\lambda = 0.5) \) and strongly homophilous \( (\lambda = 1.5) \) example graphs are demonstrated. Weakly and strongly heterophilous graphs exhibit similar performance respectively. Notice that predictions are far more certain in the strongly homophilous graph as opposed to the weakly homophilous graph. Also, as expected, uncertain output embeddings tend to be distributed closer to the decision line \( y = x \) in both cases.

3.3 Example of input data distribution. Points are colored by class identity and sized by \( |n_1 - n_2| \), the imbalance of the node’s neighborhood toward one class.

3.4 Example of data after the transformation \( AXW_1 \)

3.5 Example of data after the transformation \( \sigma_1(AXW_1) \)

3.6 Example of data after the transformation \( A\sigma_1(AXW_1) \)

3.7 Example of data after the transformation \( A\sigma_1(AXW_1)W_2 \)
3.8 Comparison of accuracy test results for the 2-layer GCN and the 2-step linear aggregator. The histogram on the left compares the results of a GCN with $N_{\text{hid}} = 10$.

3.9 Comparison of output embeddings for the 2-layer GCN and the 2-step linear aggregator.

A.1 We compare accuracies over the distributed Poisson graphs across varying class sizes. We also depict the accuracy curves of a regular feedforward neural network and that of spectral clustering on the same datasets to the right and bottom of each plot respectively. Using these plots we can compare how well each architecture performs on an increased number of classes. Additionally we can view how performance changes across different architectures.

A.2 We compare accuracies over degree-corrected graphs across varying class sizes. Across any number of classes, the GCN did better on degree corrected graphs. This can be seen by viewing how the blue region in the top figures shrinks in the degree-corrected case. The performance of the Transformer improved in degree-corrected cases for class numbers of two and three, yet it decreased performance for class numbers of five and seven. The performance of SAGE and GAT were mostly unaffected by the degree correction.

A.3 Regions of where each architecture outperforms the others across the Poisson SBM graphs. Here we can compare how varying parts of the data effects the shape and sizes of the favorable regimes.

A.4 Regions where each architecture outperforms the others across degree-corrected graphs.

A.5 We compare accuracies over the distributed Poisson graphs across varying class sizes. Note that the blue regions of these graphs are much more pointed than the mean graphs.

A.6 We compare accuracies over degree-corrected graphs across varying class sizes.
A.7 Regions of where each architecture outperforms the others across the Poisson SBM graphs. Here we can compare how varying parts of the data effects the shape and sizes of the favorable regimes

A.8 Regions where each architecture outperforms the others across degree-corrected graphs.
Chapter 1. Introduction

With the recent release of powerful models like GPT-3 and DALL-E 2, machine learning has exploded into the public eye, with more and more headlines about the future of artificial intelligence appearing each day. But how does it all work? The goal of most machine learning architectures is to estimate a statistical model that captures the semantic features of a training dataset and generalize them to broader, unseen data. Thus the more information about the data we can provide to such a model, the more characteristics the model can learn. Some common architectures include feedforward neural networks, which operate on isolated points of data; convolutional neural networks, which operate on images; and transformers which operate on sequential data like text strings.

In today’s world, useful data often exhibits a richer structure than that of a collection of isolated points. The structure of data is not always regular in shape like an image, and there is not always a clear or useful ordering of the data for sequential models. Much of the data used in applications today is better represented as a network. Networks are loosely defined as collections of objects and the relationships between them. In practice, networks are usually represented as graphs with associated vertex and edge sets. Graph theory is a well-studied area of mathematics that has garnered increased interest from scholars and practitioners alike in the information age. The theory of networks and graphs has applications in nearly every scientific and industrial domain, from bioinformatics, to supply chain management, to the social sciences.

In this thesis we will combine approaches from both network theory and machine learning to better understand graph neural networks (GNNs), a class of machine learning models that leverage network structure to gain further information about the data. To do this we employ random graph generation techniques to control properties of the input data and gain a theoretical handle on GNN performance.

To summarize, this thesis documents the following contributions:
• A novel method of benchmarking GNN performance through usage of synthetic datasets

• A series of computational experiments validating observed GNN phenomena on synthetic datasets

• A novel approach to weak recovery analysis for a popular GNN architecture.
CHAPTER 2. TESTING GNNs ON STOCHASTIC BLOCK MODELS

2.1 INTRODUCTION

Graph neural networks (GNNs) have achieved impressive success on node classification tasks due to their ability to harness graph topology in the learning process [3]. Because many GNNs assume homophily among nodes in the graph, it is often believed that GNNs don’t perform as well on heterophilous graphs [4]. While several architectures have been proposed to recover the performance of GNNs on such data [5], most models are tested on a limited selection of benchmark datasets, which fails to capture the broad range of structure possible in naturally occurring data. To design more effective GNNs, it is necessary that we understand how various properties of the data (e.g., modularity, degree distribution, or feature separability) affect model performance. By understanding such relationships, we can construct stronger architectures that more efficiently take advantage of the data’s structural qualities.

To shed light on these relationships, we use random graph models to generate collections of training graphs with predetermined characteristics. Stochastic block models [2], already standard for evaluating many graph algorithms, offer a well documented random graph model which is suitable for node classification tasks when adjoined to feature information. Note when referring to data generation methods we use the term generative models while model will refer to a trained architecture.

In this chapter we:

• report the performance of popular GNN architectures over a spectrum of synthetic data;

• identify graph regimes where GNNs outperform graph-agnostic and feature-agnostic clustering methods;
• outline the degree to which edge and feature information contribute to overall performance in both homophilous and heterophilous datasets; and

• contextualize GNN performance on common benchmark datasets, such as citation networks, with synthetically generated data.

2.2 Previous Work

In 2022 there have been numerous papers exploring the theoretical bounds for various GNN architectures. [6] explored in which regimes the attention module in the Graph Attention Network (GAT) [7] contributes a meaningful difference in performance. Following this, [8] proved theoretically that utilizing edge data via graph convolutions expands the range in which a neural network can correctly classify nodes by \( \frac{1}{\sqrt{\text{avg. degree}}} \). Lastly, [9] found that a Graph Convolutional Network (GCN) only performs low pass filtering on the feature vectors.

In addition, a number of works have explored various methods of generating realistic graph data. Central to this work are those that use stochastic block models (SBM). [2] summarized the key mathematical findings related to SBMs and outlined their limitations. [10] extended the SBM to the degree-corrected SBM, which allows for heavy-tailed degree distributions. Degree-corrected SBMs have been subjected to heavy theoretical analysis in recent years. For example, [11] derived asymptotic minimax risks for misclassification in degree-corrected SBMs. Lastly, [12] proposed a contextual SBM (cSBM) that generates feature data alongside the graph data. This was originally proposed to analyze specific properties of belief propagation (BP) [13].

Additional work has been done studying the relationship between edge data and feature data in machine learning. [14] explored how to use features to aid spectral clustering. [15] and [16] use edges and features that contain orthogonal information to better understand the relationship between the two.

Much of the work quantifying the expressive power of GNNs is achieved by relating GNNs to the classical Weisfeiler-Leman (WL) heuristic for graph isomorphism [17]. The WL test
iteratively assigns node colors based on neighbors’ colors until the partition generated by the node colorings remains stable [18]. Since WL aggregates information from neighboring nodes to determine a node’s new color, WL can be thought of as a general message passing mechanism. In this way, the distinguishing capability of message passing GNNs can be directly related to the distinguishing capabilities of the WL algorithm. Higher order WL-algorithms also have been developed which consider collections of nodes as opposed to single nodes. These have inspired corresponding GNN architectures that have increased distinguishing capabilities [19].

2.3 Background

In this chapter, we evaluate the performance of the Graph Convolutional Network [20], Graph SAGE, the Graph Attention Network, and the Structure-Aware Transformer [21] on random graph models. We use orthogonal random clouds from the cSBM to append features to the degree-corrected SBMs and Poisson (the degree distribution for a normal SBM) SBMs to then use as our random graph models. The particulars of our random graph models and GNN architectures now follow.

2.3.1 Stochastic Block Models. The stochastic block model is a random graph model that encodes community clusters (equivalently, classes) in the graph topology. Edges are drawn independently from a Bernoulli distribution with probability determined by the class identities of the nodes. The symmetric SBM is a special case of the SBM wherein all classes have the same size and all inter- and intra-class edge probabilities are respectively uniform. The parameters for a symmetric SBM are: the total number of nodes $n$, the number of equally sized classes $k$, the intra-class edge probability $p_{in}$, and the inter-class edge probability $p_{out}$. While SBMs generate realistic clustering patterns, without further modification they exhibit a Poisson degree distribution. To more closely model certain data, [10] proposed the degree-corrected SBM which exhibits a heavy-tailed power law degree distribution.
In order to evaluate GNNs on SBMs, we must generate attribute information for each node in the graph. [12] proposed the contextual SBM (cSBM) to accomplish this task. In their paper, they investigate the properties of a specialized SBM by varying edge and feature similarity. They vary the edge similarity via a parameter \( \lambda \), referred to as the edge information parameter. This is accomplished by assigning \( p_{\text{in}} \) and \( p_{\text{out}} \) as shown below where \( d \) is the desired average node degree:

\[
P_{\text{in}} = \frac{d + \lambda \sqrt{d}}{n}, \quad P_{\text{out}} = \frac{d - \lambda \sqrt{d}}{n}
\]

Setting \( \lambda \) equal to zero indicates there is no difference between inter- and intra-class edge probabilities, meaning the topology of the graph encodes no information about class groupings. A negative \( \lambda \) indicates that nodes of different classes are more likely to connect than nodes of the same class (heterophily), while a positive \( \lambda \) indicates the reverse relationship (homophily).

In the cSBM, features are assigned using Gaussian point clouds that are generated at a specified distance \( \mu \) from the origin. Features, \( f \), are thus defined as \( f = \mu \mathbf{m} + z \), where \( f \) is a random variable, \( z \) a standard normally distributed random variable, and \( \mathbf{m} \) the mean for the given class (all means are orthogonal in \( n \)-dimensional space). We can then vary the level of feature separability (feature information) by varying \( \mu \). A feature separation of \( \mu = 0 \) indicates node features are indistinguishable across classes, while a large value of \( \mu \) indicates high distinguishability (measured by performance of neural networks). Thus we refer to \( \mu \) as the feature information parameter.

A common task in graph learning is to recover the initial cluster assignment of each node. Current theory, such as [6], emphasizes strong recovery (an architecture’s ability to correctly partition the entire graph). While such work helps us to understand the theory of GNNs, there has been much less work done on weak recovery (an architecture’s ability to classify nodes better than chance) and even less on the transition between the two. We provide experimental data across all recovery regimes as a basis for future theoretical work. Understanding all ranges of recovery from weak to strong recovery is essential to identifying what variables directly contribute to an architecture’s performance.
2.3.2 **Graph Neural Networks.** As stated before, we analyze the performance of four architectures: GCN, SAGE, GAT, and Transformer. Additionally we also analyze the performance of a standard feedforward neural network, which ignores the graph topology, and spectral clustering [22], which ignores node feature information [23].

We selected these specific architectures due to the diverse methods each uses to learn from data. For instance, the GCN performs an aggregation step in each layer by aggregating the features of each node’s neighbors prior to passing the features through a shared feedforward neural layer. The GAT performs a similar process with the addition of an attention mechanism to weigh each node’s contribution prior to aggregation. SAGE aggregates along random walks to produce an embedding that contains more global information. Lastly, the Graph Transformer generates subgraph structure embeddings for each node prior to running a transformer [24] over the features and embeddings.

2.4 **Experimental Design**

To test the architectures, we fit a cSBM with average degree $k = 10$, the number of nodes $n = 1000$, the number of features $l = 10$, the number of classes $c = 2$ and the standard deviation of the Gaussian clouds to be 0.2. We chose these hyperparameters to be representative of a large variety of datasets without being too computationally expensive, e.g. 1000 nodes is large enough to get statistical regularity. Each of our architectures contains one input layer, a hidden layer of size 16, and an output layer (with ReLU activation functions). We use an Adam optimizer with a learning rate of 0.01 to train each architecture. As baselines, we trained a feedforward neural network (with one hidden layer of size 16) on the feature data and ran a spectral clustering algorithm on the edge data using sklearn [25].

With these hyperparameters, we vary $\lambda$ between $-3$ and $3$ and vary feature separation (cloud distance from origin) $0$ from $0$ to $2$ to obtain $121 \times 200$ possible sets of graph data that range from highly disassortative to highly assortative (highly assortative is defined here as where spectral clustering or a neural network can distinguish between classes). Each of
the GNN architectures were then trained on the synthetic data for 400 epochs (typically where the model ceased improving). We tested this model on a separate graph, with the same hyperparameters to prevent overfitting. We then plotted the average and maximum accuracy values over 10 trials with randomly generated seeds to ensure validity (see Figure 2.1). The number of graph datasets totals $121 \times 200 \times 10 \times 2 = 484,000$ for each architecture. Additionally, we highlight the areas where GNNs outperform solely feature or edge-based methods by outlining the regions where the difference in accuracy was greater than .5%.

We ran similar tests on graphs with 10 and 20 times the node count. Since the results of these tests showed no visual difference, we maintained a constant node count of 1000. Additionally, we passed a $5 \times 5$ Gaussian convolutional filter on the images to make them smoother. The code for this is posted in our Github repository.

In addition to the class count of two, we ran the architectures across class counts of three, five, and seven each with both a degree-corrected case and a Poisson case. Since each test was averaged over 10 trials, the number of tests totals 320 different tests with 15,488,000 accuracy scores generated (more than .25 petaflops used in total).

2.5 Results and Discussion

In Section 2.5.1, we present results from our first (and simplest) set of experiments in detail to illustrate some preliminary interpretations. Then in Section 2.5.2 we compare performance across each of the four architectures. In Section 2.5.3 we compare the degree-corrected and non-degree-corrected cases. We then report what effect the increase in number of classes has on the architectures in Section 2.5.4. Lastly, we compare random models to real world data (in terms of GNN performance) in Section 2.5.5. For additional results and other noteworthy comparisons, see Appendix A. See also full code online to view additional architectures’ performances: https://github.com/brownthesr/Synthetic-Graphs.git
Figure 2.1: (Left) Performance of GCN on a two-class non-degree-corrected cSBM. Color indicates accuracy. The performance curves for the feedforward neural network and graph-only (feature-blind) architectures are also represented to the right and below respectively, each one dimensional because they only use one aspect of the graph (edges or features). We used spectral clustering for assortative graphs (where edge information is between 0 and 3) whereas we used graphtool in the disassortative case (edge information is between -3 and 0) where spectral clustering doesn’t make sense. We ran additional experiments for other clustering algorithms using the Python package Leiden [1]. However, since they each performed worse than spectral clustering, we do not include them here. (Right) The top-performing model (between GCN, NN, and spectral clustering). White space indicates where one model was not consistently better than the others. We see that GCN is favorable when both edge and feature information is moderately noisy. The other two models surpass the GCN when one aspect of the graph is relatively noisy and the model is able to completely ignore it. Additionally, we see that the GCN also outperforms the other models if the graph is sufficiently heterophilous.
2.5.1 GCN Performance on Binary Node Classification. Figure 2.1 displays the average accuracy of our experiment with a two-class GCN on a spectrum of cSBMs.

Studying the areas where the edge or feature information is zero is informative of how well the model utilizes only one of these information sources (edge or features) in isolation. In cases where zero edge information exists, enough feature information can improve GCN performance. This is possible because of the implicit self edges in a 2-layer GCN, wherein a diffused form of the nodes’ original attributes returns to the GCN. However, given zero feature information, it is impossible for the model to achieve better-than-random recovery. These results illustrate that GCN cannot classify based on edge information alone, but rather edge information enhances the feature information.

The phase transition (the color change from blue to red) is not linear. The fact that the red portion dips inward demonstrates that when edge and feature information are used at the same time the model performs better than with either separately. Furthermore, by viewing where the GCN performs the best (the dark orange area on right), we can see what minimum corresponding levels of features/edge information are needed for the GCN to outperform their corresponding feature/edge-agnostic counterparts, a “favorable regime.” Conversely, the exterior of these regions, where the plot is not dark orange, shows that in many cases, simply utilizing one set of information (feature or edge) is preferred over using both simultaneously with the GCN.

Lastly, it is possible for the model to utilize edge information even if it is heterophilous (indicated by negative edge information values). In the next section we illustrate that as we increase the number of classes, the GCN struggles with heterophilous networks. Interestingly, the favorable regime on the heterophilous side is larger than the homophilous side (the dark orange section on the left vs the right) due to lack of a graph-only model that can cluster bipartite graphs effectively. This could also imply that GCNs have more potential for processing heterophilous graphs than previously thought [26].
Figure 2.2: Comparison of architecture performances on non-degree-corrected and degree-corrected SBMs for GCN, GAT, SAGE and Transformer Architectures. Notice the GCN and GAT consistently perform worst when the edge information is roughly zero, but the other two models are able to still achieve perfect accuracy given enough feature information. This perhaps could be due to SAGE and Transformer being able to learn a more global context for each node. In this regime we see that almost all of the architectures did better on the heavy tailed graphs. The GCN was able to achieve higher higher accuracy when the edges were just noise. The accuracy of the GAT improved in the regime of very noisy edges and features, this can bee seen by viewing the lightness of the blue portion.
2.5.2 Performance of GCN, GAT, SAGE, and Transformer Architectures. In Figure 2.2 we compare the performance of the GCN, GAT, SAGE, and Transformer on a two-class, non-degree-corrected cSBM. We see in the bottom of Figure 2.2 that SAGE is rarely beat by a neural network, showing that it is resistant to feature noise compared to the GAT or GCN. In addition, SAGE and Transformer achieve perfect classification with zero edge information, something that the GCN and GAT fail to achieve. This reflects that SAGE utilizes more global information (random walks and graph embeddings) than the GCN and GAT, and that the Transformer learns to ignore the graph embedding.

The areas where the models perform the worst (blue areas in top half of Figure 2.2) vary across the architectures, as do the regions where they outperform the neural network and spectral clustering baselines (bottom half of Figure 2.2). For example, the GATs blue portion goes much higher than the other architecture in the regime with zero edge information. This suggests that clean features are especially important to the GAT. In addition, curiously, the degree correction seems to help both the Transformer and the GAT perform slightly better in the heterophilous case. Notice how the blue on those graphs is slightly skewed right. In addition, all of the models perform better on degree corrected graphs.

2.5.3 Degree-Corrected SBMs. When using degree-corrected SBMs, we observed similar changes in the performance of the various architectures.

We note that the GCN appears to perform better on heavy-tailed data. We believe this occurs because most nodes in the heavy-tailed data will have relatively few neighbors, allowing for fewer confusing neighbors to contribute misleading information in the aggregation step than in the Poisson degree distribution. This is similar to ideas from [27].

Improved performance was consistent across all models, for example the performance of SAGE only increased towards the edges of its blue region. The performance of GAT increased dramatically in the case of very noisy edges and features. This is likely because GAT was already pruning bad edges, So perhaps degree correction gave it more information on what edges to prune. Interestingly, the attention based models, the Transformer and GAT, saw a
starker increase in performance in the heterophilous case with degree corrected graphs than in the homophilous case.

![Figure 2.3: Architecture performance on data with seven classes. Here the models need more feature or edge information than in binary classification. This is similar to results in [2], where an increased number of classes necessitates more distinct clusters in order to accomplish recovery (see page 16). Viewing how these blue regions shift illuminates how well each model handle heterophily. SAGE consistently did the best both when increasing the number of classes and in the heterophilous cases.]

2.5.4 Performance with seven classes. In addition to degree distribution, we also assessed what effect increasing the number of classes had on the various architectures. These results are summarized in Figure 2.3. A more careful comparison is presented in Appendix A.

As we increased the number of classes, we found that in the heterophilous regime (the left side of the graphs in Figure 2.3) GCN and GAT progressively performed worse. The GCN is able to achieve partial recovery if we give it enough feature information (this is more apparent in Appendix A), whereas the GAT’s performance did not improve as much with more feature information. This contrasts to the performance of SAGE and Transformer which were able to retain performance far better in the heterophilous case.

So heterophily can be especially harmful for GCN and GAT [4]. This stark contrast in
performance could be due to GCN and GAT not learning to completely ignore harmful edges. This is consistent with ideas from [6]. It could also be that SAGE and Transformer are just able to learn a higher level of complexity across the spectrum of graphs since they learn a global embedding.

Figure 2.4: Comparison between model accuracies on real data compared to performance on matched synthetic data for GCN, SAGE and GAT on standard benchmark datasets. The datasets from left to right are: Flickr, DeezerEurope, Citeseer, LastFMAAsia, DBLP, FacebookPagePage, Pubmed, GitHub, Cora, Amazon Computers, and Amazon Photos. The figure depicts cases where we transform only the edges, only the features, and both. The transformer was not run due to memory requirements. The accuracy tends to improve when we transform the data, the most stark increase being when all the data is transformed. This is likely due to the new edges and features more faithfully representing the classes than did the original data.

2.5.5 Connection to Real World Datasets. In order to assess the difference in performance of the architectures on synthetic data versus real world data, we generated matched cSBM versions of several benchmark datasets and compared how the models’ accuracy changed between the original and cSBM. We found that on cSBM versions of the benchmark datasets, the models generally performed better than on the original versions.

To make the cSBM as authentic as possible, we transformed the edge and feature data as if each dataset was already a degree-corrected cSBM. The feature data was transformed by calculating the mean and standard deviation of the present features according to classes, then sampling independently from a Gaussian distribution. The edge data was randomized such
that the empirical degree distribution and inter/intra-class edge probabilities were maintained, following [28].

Using this method of transforming the edge and feature data to make a cSBM, we record the performance of a GCN on both the unscrambled and scrambled version of 11 real world datasets. We use the following datasets obtained through pytorch geometric: Flickr [29], DeezerEurope[30], Citeseer [31], LastFMAsia [30], DBLP [31], Facebook-PagePage [32], Pubmed [31], GitHub [32], Cora [31], Amazon Computers [33], and Amazon Photos [33].

Scrambling a dataset had a positive impact on the accuracy of the GCN if the labels are known beforehand (see Figure 2.4). Indeed, performance is boosted slightly by scrambling solely the features, but significantly boosted by scrambling solely edges.

It is likely that the gap between the transformed and original data has something to do with more complex substructures in the empirical graph data, which would be erased by the scrambling process. When we scramble the edge data, we remove all statistically consistent structure within the graph except degree and community structure. Hence, substructures like triadic closure or motifs are completely erased. The fact that the GNNs do better on randomized data suggests that they may perform optimally on SBM-like data, but are negatively impacted by the additional structure present in real data. Uncovering why such structure is detrimental to these GNNs is a significant opportunity for future work.

2.6 Future Directions

Future directions include investigating analytical bounds for weak recovery across the various architectures. Analytically treating the observed phase transitions would be beneficial to the geometric learning community as it could lead to better architectures and a more concrete understanding of various GNN recovery thresholds. Additionally, proving theoretically what type of graph topology is optimal for GNN performance could lead to development of better architectures and improve our a priori ability to match existing architectures to specific
problems. We also saw that, among the architectures we tested, GNNs performed better when complex structures were erased. Developing a model to more effectively incorporate higher order edge structure would be a great avenue of future research. Lastly, while we saw that some of the architectures (SAGE and Transformer) were able to achieve perfect accuracy with uninformative edges, there was no architecture able to achieve perfect accuracy with uninformative features by utilizing solely the edges. Developing an architecture to fully interpolate between solely edge- and feature-based methods would lead to better GNN performance across a wider variety of graphs.
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Chapter 3. A Theoretical Approach to
Weak Recovery in GNNs

In this chapter, we seek to articulate in theoretical terms the connection between the
parameters of a cSBM and the performance of GCN architectures. Some work has already
been done applying SBMs to the theoretical understanding of GNNs. [6] demonstrates
thresholds at which an edge attention mechanism such as the one used in GAT [7] is able
to separate two classes based on edge densities and feature separation. [34] demonstrates
performance guarantees in the training process for a GCN. Both works represent substantial
contributions to understanding GNNs performance theoretically, however neither yields an
explicit formula for predicting directly the probability of a correct classification prediction.

In our analysis, we will seek to demonstrate such an explicit formula and directly compute
the probability that a GCN correctly classifies a chosen node given a predetermined set of
parameters. We will also walk through the mechanics of deeper (2+ layer) GNNs and analyze
the role of the nonlinear activation function in separating the data. We follow suit with the
previous approaches in assuming all classification problems mentioned hereafter are binary.

3.1 Single-Layer GCNs

We begin with perhaps the simplest GNN architecture out there: a single layer GCN. The
equation for this model is

\[ f_W(X) = \sigma(AXW) \]

Where \( W \) is a \( N_{\text{feat}} \times 2 \) matrix of weight parameters, \( A \) is the \( N \times N \) adjacency matrix of
the graph \( G \) (with added self-loops), \( X \) is the \( N \times N_{\text{feat}} \) matrix of node features, and \( \sigma \) is an
order-preserving nonlinearity, conventionally assumed to be the softmax activation function
defined componentwise by the expression:

\[ \sigma(x)_i = \frac{\exp(x_i)}{\sum_{j=1}^{k} \exp(x_j)}. \]
We may also rewrite the node-level equation for this model as follows:

\[ f_W(X)_i = \sigma \left( \sum_{j \in N(i)} X_j W \right). \]

### 3.1.1 Fixed Graphs with Gaussian Features.

To prove a result connecting the parameters of an SBM to the prediction accuracy of the single layer GCN, we first consider a fixed graph \( G = (V, E) \) with adjacency matrix \( A \) (which we assume has added self-loops for each node), and we choose a fixed node \( i \in V \). We assume that the weight matrix \( W \) is already trained. We assume that \( 2 \mid N \), so that exactly \( N/2 \) of the nodes are assigned to class 1 and \( N/2 \) of the nodes are assigned to class 2. Without loss of generality, we assume that node \( i \) belongs to class 1.

For node features, we choose an \( N_{\text{feat}} \)-dimensional unit vector \( m \) to serve as the mean for the Gaussian point cloud corresponding to class 1, and we let \(-m\) be the mean for the point cloud corresponding to class 2. We let \( \mu > 0 \) be the feature separation parameter. Supposing that the means are diametrically opposed makes for simplicity in downstream calculations; it is worth noting that all choices of 2 means may be translated to fit this assumption. We thus choose each node \( j \)'s feature vector as follows:

\[ X_j = \begin{cases} 
\mu m + z_j & \text{if node } j \text{ is in class } 1 \\
-\mu m + z_j & \text{if node } j \text{ is in class } 2 
\end{cases} \]

where \( z_j \) is drawn i.i.d. from an \( n \)-dimensional standard normal Gaussian distribution. With the adjacency, features, and weights determined we are now ready to begin our analysis.

We begin by addressing the nonlinearity \( \sigma \). We consider the outputs of \( f_W \). Since our classification task is binary, the node-level outputs \( f_W(X)_j \) represent node embeddings in the plane \( \mathbb{R}^2 \). Assuming the conventional approach to classification, our model predicts

\[ \hat{Y}_i = \arg \max (f_W(X)_i). \]

In other words, the index of the largest component of \( f_W(X)_i \) is the final class prediction of node \( i \). Since \( \sigma \) is assumed to be an order-preserving function, the final class prediction of a
node is determined simply by the nested expression
\[ \sum_{j \in N(i)} X_j W. \]
Here \( N(i) \) is the 1-hop neighborhood of node \( i \) including node \( i \) itself. From here, we split the sum into two parts corresponding to the two possible classes of neighbors:
\[ = \sum_{j \in N(i) \text{ in class 1}} X_j W + \sum_{j \in N(i) \text{ in class 2}} X_j W. \]
We then substitute the known expressions for \( X_j \):
\[ = \sum_{j \in N(i) \text{ in class 1}} (\mu m + z_j) W + \sum_{j \in N(i) \text{ in class 2}} (-\mu m + z_j) W. \]

Then letting \( n_1 \) and \( n_2 \) be the number of neighbors of \( i \) in class 1 and class 2 respectively, we obtain:
\[ = \mu(n_1 - n_2)mW + \left( \sum_{j \in N(i)} z_j \right) W. \]

Notice that all of the randomness is siloed into the second term of this expression. Also note that \( n_1 \geq 1 \) since we assumed that node \( i \) is a neighbor to itself. We set \( z' = \left( \sum_{j \in N(i)} z_j \right) W \) for notational convenience. Note now that since each \( z_j \) is standard normally distributed, we have that \( z' \) is also normally distributed with mean 0, and covariance matrix \( |N(i)|W^TW \).

From this point we may calculate the probability that the model correctly classifies node \( i \) as class 1 by integrating the probability density function of \( \mu(n_1 - n_2)mW + z' \) over the region \( \mathbb{R}_{x>y}^2 \). We may equivalently compute this integral by finding the orthogonal distance \( \delta \) of the Gaussian mean \( \mu(n_1 - n_2)mW \) from the decision boundary \( y = x \), shifting the mean to the origin, and rotating clockwise 45 degrees to obtain the integration problem illustrated in Section 3.1.1.

Formally, the covariance matrix of the transformed distribution is given by
\[ \Sigma = |N(i)|R^T W^TW R \]
where \( R \) is a \( 2 \times 2 \) matrix describing a 45° clockwise rotation of \( \mathbb{R}^2 \). The distance \( \delta \) is
described by:

$$\delta = \text{sgn}(n_1 - n_2) \| \mu(n_1 - n_2) m W - \text{proj}_{(1,1)} (\mu(n_1 - n_2) m W) \|.$$  

Note that the sign of $\delta$ matters for computing the probability of a node being placed in class 1. Thus the Gaussian probability density function we seek to integrate is given by

$$\text{pdf}(x, y) = (2\pi)^{-1} \left( \det \Sigma^{-1/2} \right) \exp \left( -\frac{1}{2} (x, y) \Sigma^{-1} (x, y)^T \right)$$

assuming implicitly that $W^TW$ is invertible. This assumption is reasonable since real invertible $2 \times 2$ matrices are dense in the space of real $2 \times 2$ matrices, and in practice $W$ is trained by gradient descent and is not likely to have $W^TW$ singular. Therefore the integral we seek to compute is given by

$$\int_{-\infty}^{\delta} \int_{-\infty}^{\infty} \text{pdf}(x, y) dxdy.$$  

This leads us to our first result. A full derivation is given in the appendix.

**Theorem 3.1.** The probability that $f_W$ predicts node $i$ is in class 1 is given by:

$$\frac{1}{2} \left( 1 + \text{erf} \left( \frac{\delta}{\sqrt{2} \sigma_y} \right) \right)$$
Where

\[ \Sigma = \begin{pmatrix} \sigma_x & \sigma_{xy} \\ \sigma_{xy} & \sigma_y \end{pmatrix} \]

Is the covariance matrix of the rotated and shifted distribution described above, and \( \text{erf} \) is the Gaussian error function.

### 3.1.2 Extension of Result to SBMs.
We now apply the result on fixed graphs to connect the parameters of SBMs to single layer GCN performance. Assume now that \( G \) is drawn from a 2-class SBM with \( n \) nodes, average degree \( d \), and

\[
\begin{align*}
p_{\text{in}} &= \frac{d + \lambda \sqrt{d}}{n}, \\
p_{\text{out}} &= \frac{d - \lambda \sqrt{d}}{n},
\end{align*}
\]

where \( \lambda \) is the edge information parameter as described in the previous chapter. Recall the node-level equation for the output of a single-layer GCN:

\[
f_W(X)_i = \sigma \left( \sum_{j \in N(i)} X_j W \right).
\]

Also recall that the classification result is completely determined by the nested expression

\[
\sum_{j \in N(i)} X_j W = \mu(n_1 - n_2)mW + \left( \sum_{j \in N(i)} z_j \right) W
\]

Hence we have, taking the expectation conditioned on the \( z_j \) with respect to the randomness of the edges of \( G \),

\[
\mathbb{E} \left[ \mu(n_1 - n_2)mW + \left( \sum_{j \in N(i)} z_j \right) W \right] = \mu(\mathbb{E}[n_1] - \mathbb{E}[n_2])mW + \left( \sum_{j \in N(i)} z_j \right) W.
\]

Now we compute \( \mathbb{E}[n_1] \) and \( \mathbb{E}[n_2] \), or the expected numbers of neighbors of \( i \) belonging to class 1 and class 2 respectively. Remember that the node of interest, node \( i \), belongs to class 1. Therefore,

\[
\mathbb{E}[n_1] = p_{\text{in}} \cdot \left( \frac{n}{2} - 1 \right), \quad \mathbb{E}[n_2] = p_{\text{out}} \cdot \frac{n}{2}.
\]

Then we have

\[
\mu(\mathbb{E}[n_1] - \mathbb{E}[n_2])mW + \left( \sum_{j \in N(i)} z_j \right) W
\]
\[
= \mu \left( p_{\text{in}} \left( \frac{n}{2} - 1 \right) - p_{\text{out}} \cdot \frac{n}{2} \right) mW + \left( \sum_{j \in N(i)} z_j \right) W.
\]

Note that taking the expectation with respect to the randomness of the edges only affects the location of the distribution mean. In the integration problem illustrated before, this means that only \( \delta \) is affected by edge randomness. Hence to generalize the result we need only update the value of \( \delta \) to its expected value with respect to edge randomness in the SBM. Doing so yields the probability that node \( i \) is classified correctly assuming that \( G \) has the expected edge distribution. More work may be necessary to determine the exact overall expected probability of correct classification.

### 3.1.3 Experimental Validation.

Figure 3.2 illustrates experimental results for node-level probabilities on actual SBM-drawn graphs. The figure demonstrates that the probability predictions obtained via Theorem 3.1 capture the effects of varying graph topology. We note that these results are examples from 2 graphs which we determined to be representative of the phenomena observed.

### 3.2 Two-Layer GCNs

We will now add complexity to the model by introducing a second convolutional layer to our GCN. We now write the equation for a simple two-layer GCN architecture as follows:

\[
f_{W_1, W_2}(X) = \sigma_2 \left( A \sigma_1 \left( AXW_1 \right) W_2 \right)
\]

where \( \sigma_1, \sigma_2 \) are order-preserving nonlinearities, \( A \) is the \( N \times N \) adjacency matrix for \( G \) with added self-loops, and \( W_1 \) and \( W_2 \) are \( N_{\text{feat}} \times N_{\text{hid}} \) and \( N_{\text{hid}} \times 2 \) parameter weight matrices respectively. It is important to note that the 2-layer GCN introduces variability in the number of hidden feature dimensions \( N_{\text{hid}} \).

### 3.2.1 Understanding How GCNs Manipulate Data.

The two-layer case is substantially more complex than the one-layer case. We work step-by-step to understand how a
Figure 3.2: Theoretical probabilities computed on experimental SBM graphs \((n = 500, \mu = 1, d = 10)\). Results from both weakly homophilous \((\lambda = 0.5)\) and strongly homophilous \((\lambda = 1.5)\) example graphs are demonstrated. Weakly and strongly heterophilous graphs exhibit similar performance respectively. Notice that predictions are far more certain in the strongly homophilous graph as opposed to the weakly homophilous graph. Also, as expected, uncertain output embeddings tend to be distributed closer to the decision line \(y = x\) in both cases.
two-layer GCN transforms the distribution of the inputs.

To do this we use an example GCN with $N_{\text{feat}} = N_{\text{hid}} = 2$ for the sake of visualization. We train this GCN on an SBM with $N = 500$ nodes, average degree $d = 10$, $\mu = 1$ for feature separation and $\lambda = 1$ for homophilous edge separation. We assume the node feature data are drawn from Gaussian point clouds corresponding to class means as before. The distribution begins as two diametrically opposed point clouds as illustrated in the figure:

![Figure 3.3: Example of input data distribution. Points are colored by class identity and sized by $|n_1 - n_2|$, the imbalance of the node’s neighborhood toward one class.](image)

As in the single-layer case, if node $i$ is in class 1, then node $i$’s feature data can be described mathematically by:

$$X_i = m + z_i$$

where $z_i$ is drawn i.i.d. from a standard $N_{\text{feat}}$-dimensional normal distribution.

We then aggregate node data from neighbors. Under the homophily assumption $\lambda > 0$, each node is likely to have more in-class neighbors than out-class neighbors. The feature data of in-class neighbors is biased toward the in-class mean. Thus aggregation on homophilous graphs pulls node features in the direction of their associated class means. This results in greater separation and denoising of the Gaussian point clouds as illustrated by Figure 3.4.
Mathematically, first-layer aggregation and linear transformation yields an equation for the modified feature data of node $i$ nearly identical to the single-layer GCN outputs:

$$\mu(n_1 - n_2)mW_1 + \left( \sum_{j \in N(i)} z_j \right) W_1$$

which, as before, follows a normal distribution with mean $\mu(n_1 - n_2)mW$ and covariance matrix $|N(i)|W^TW$.

It’s important to note a key distinction between the heterophilous ($\lambda < 0$) and homophilous ($\lambda > 0$) cases. In the homophilous case, node $i$’s features and its neighbor’s features are biased towards the same class mean, whereas in the heterophilous case node $i$’s features are biased in a direction opposite that of most of its neighbors (which lie in the opposing class). In other words, adding self-loops to the graph biases the model towards homophily. This difference would imply that the GCN needs slightly stronger heterophily than homophily to obtain similar levels of performance. In other words, swapping a positive edge parameter $\lambda$ for $-\lambda$ will likely reduce classification accuracy. This observation may account for the asymmetric performance phenomena seen previously in Figure 2.1.

![Figure 3.4: Example of data after the transformation $AXW_1$](image)

The activation function $\sigma_1$ (which is ReLU in this example) is then applied to the data,
which collapses the negative components of the data to 0. Note that in this example, the trained matrix places the clusters mostly in quadrants II and IV, which means that ReLU projects most points onto the corresponding axes, effectively isolating the class 1 and class 2 components of the embeddings. Similar phenomena occur in higher dimensions, suggesting that a trained GCN leverages the nonlinear activation function $\sigma_1$ to isolate meaningful subsets of features.

![Figure 3.5: Example of data after the transformation $\sigma_1(AXW_1)$](image)

The nonlinearity greatly increases the theoretical complexity of the problem. Using ReLU as an example, we now find that the transformed data

$$
\sigma_1 \left( \mu (n_1 - n_2) mW + \sum_{j \in N(i)} z_j W \right)
$$

for node $i$ follows a mixture of distributions which we will now describe. Let $pdf_i(x)$ be the Gaussian distribution function of node $i$’s transformed data prior to applying the nonlinearity $\sigma_1 = \text{ReLU}$. Because ReLU collapses all negative components of the data to 0, each hyperplane on the boundary of the positive hyperquadrant $\{ x \in \mathbb{R}^{N_{\text{hid}}}: x_j \geq 0 \forall j \}$ must be treated differently. To begin, each boundary surface corresponds to a subset of dimensions $S = \{ k_1, ..., k_s \}$ which are fixed at 0. We choose a particular subset $S$ with probability...
determined by

\[ P_S = \int_{Q_S} \text{pdf}_i(x) \]

The integral of \( \text{pdf}_i(x) \) taken over the quadrant \( Q_S \) corresponding to vectors in \( \mathbb{R}^{N_{\text{hid}}} \) whose components \( k_1, \ldots, k_s \) are negative and all others are positive. Then from the boundary surface corresponding to \( S \), points are chosen with probability:

\[ \int_{-\infty}^{0} \cdots \int_{-\infty}^{0} \text{pdf}_i(x) \, dx_{k_1} \cdots dx_{k_s}. \]

We note that in the trivial case that \( S = \emptyset \) then the above distribution function is simply \( \text{pdf}_i(x) \).

A second aggregation of node data is then performed by taking \( A\sigma_1(AXW_1) \). With meaningful components of the data strengthened by the activation function, this second aggregation incorporates the denoised class information of neighboring points, resulting in a strong separation of the two transformed point clouds.

Figure 3.6: Example of data after the transformation \( A\sigma_1(AXW_1) \)

The second aggregation layer introduces significant theoretical complexity. Because each node’s data has already undergone aggregation once, the layer 1 hidden embeddings are not independent of one another; nodes which share an edge will have hidden embeddings
influenced by each other. Moreover, the nonlinearity fundamentally changes the distribution of the points such that a probability distribution function cannot be easily described. The distribution of the output of layer 2’s aggregation function can be described loosely as the sum of neighbor node embedding variables drawn from the mixtures of distributions described previously. However, the mixture of distributions describing a particular hidden embedding of node $j \in N(i)$ depends on the balance of in- and out-class neighbors for node $j$. Imposing a strong homophily or heterophily assumption on the graph may result in greater regularity of these neighbors, however for the exploratory purposes of this chapter we will not delve here into greater detail.

Applying a final linear transformation to the data positions the two clouds optimally relative to the decision boundary. The difference between the separation of the final transformed clouds in Figure 3.7 and the original clouds in Figure 3.3 is stark. Note that prior to the final nonlinear order-preserving activation $\sigma_2$ (usually softmax), the final class prediction of each node is fully determined.

![Figure 3.7: Example of data after the transformation $A\sigma_1(AXW_1)W_2$](image)

Figure 3.7: Example of data after the transformation $A\sigma_1(AXW_1)W_2$
3.2.2 Comparison to 2-Step Aggregation Linear Model. In the previous subsection we illustrated how a GCN is able to separate point clouds using neighborhood aggregation and nonlinearities. We now pose the question: is aggregation without the nonlinearity enough to achieve comparable classification accuracy? To better understand the role of the nonlinearity $\sigma_1$ in a 2-layer GCN, we experimentally tested the 2-layer GCN $f_{W_1,W_2}$ against a linear model $g_W(X) = A^2XW$. Notice that removing $\sigma_1$ from the GCN yields a model which flattens into $g_W$. Training both models with the same loop on the same data, we found that in almost every case the GCN attained a significantly higher classification accuracy percentage than the 2-step linear aggregator model.

![Figure 3.8: Comparison of accuracy test results for the 2-layer GCN and the 2-step linear aggregator. The histogram on the left compares the results of a GCN with $N_{hid} = 10$ and a 2-step linear aggregator. The histogram on the right compares the results of a GCN with $N_{hid} = 2$ and a 2-step linear aggregator.](image)

The output embeddings from the GCN and the linear aggregator are substantially different. Note that the nonlinearity of the GCN allows for the model to smash inter-cluster noise more effectively onto the correct side of the decision line. The 2-step linear aggregator model cannot fundamentally reshape the distribution of the data; the output data is still necessarily Gaussian. While the 2-step aggregation filter does substantially reduce noise in the data,
3.2.3 Key Observations on 2-Layer GCN Mechanics. The 2-layer GCN obtains its representational power through the nonlinearity after the first layer. In particular, ReLU offers the substantial ability for the model to isolate specific components of the data. The second layer aggregation then strengthens those component signals resulting in a thoroughly denoised output.

3.3 Future Directions

In this chapter, we obtained a theoretical prediction for the probability of a chosen node from a 2-class SBM being correctly classified by a single-layer GCN. We also walked through the mechanics of a 2-layer GCN and demonstrated how denoising of the input data is impacted by the usage of a nonlinearity between aggregation layers. This work represents a novel
approach to quantifying weak recovery and predict node-level accuracy of a GNN architecture theoretically, and a first demonstration of how GCN separates normally distributed data.

There are many exciting opportunities for further theoretical research in GNN performance analysis. Here are just a few:

- stronger bounds for the 2-layer case,
- alternative formulations for weak recovery results,
- weak recovery analysis for other popular GNN architectures or message passing GNNs in general.

By further investigating the ideas developed in this chapter, stronger theoretical guarantees for GNN weak recovery performance may be obtained. Such results will strengthen the theory of GNNs, which in turn will lead to improvements in architectures, training protocols, and implementation for graph learning algorithms.

**Chapter 4. Improving a Result on Size Generalization of GNNs**

In this short chapter we improve upon a result in [35] by improving upon an underlying theorem from [36]. The result deals with the well-documented size generalization problem for GNNs. GNNs trained on small datasets tend to underperform when used on large datasets [35]. [35] suggest this occurs because neighborhood degree patterns tend to differ on larger graphs in comparison to smaller graphs. In this paper, Yehudai et al demonstrate that for any task solvable by a depth $d$ GNN, there exists some GNN which simultaneously performs well on the training data and poorly on data pulled from another distribution, with the performance gap depending on how much the degree patterns of the two distributions differ.

Their result rests on the ability to obtain a 3 layer ReLU feedforward neural network that can "shatter" the data, which is obtained in [36]. We noticed that this result can be extended
to 2 layer ReLU feedforward neural networks with just a little more work. We restate the theorem from [36] as follows:

**Theorem 4.1** (Corollary 4.2 from [36]). Consider any dataset \( \{(x_i, y_i)\}_{i=1}^{N} \) that satisfies the assumption that the \( x_i \) are in general position. Suppose 2-layer ReLU-like feedforward neural network \( f_\theta \) satisfies

\[
d_i \geq \frac{4N}{d_x} + 4d_y
\]

Then there exists a parameter set \( \theta \) such that \( y_i = f_\theta(x_i) \) for all \( i \).

Note that this result depends on the \( x_i \) being in general position. We will now argue that that assumption is not necessary.

If the \( x_i \) are in general position, the result applies. If not, then in [37] Munkres provides a theorem allowing us to obtain a perturbed dataset \( \{\tilde{x}_i\}_{i=1}^{N} \) in general position for which \( \|x_i - \tilde{x}_i\| < \delta \) for a chosen \( \delta > 0 \) and all \( i \). Since we can do this, we would like to demonstrate the result for arbitrary \( x_i \) as the limit of perturbed datasets in general position.

For each \( n \in \mathbb{N} \), choose a perturbed dataset \( \{x_{n,i}\}_{i=1}^{N} \) in general position such that \( \|x_{n,i} - x_i\| < \frac{1}{n} \) for all \( i \). Then using the general position assumption, apply the theorem above to obtain a parameter set \( \theta_n \) for each \( n \) such that \( f_{\theta_n}(x_{n,i}) = y_i \) for all \( i \). Then we have \( \lim_{n \to \infty} (x_{n,i}) = x_i \), but it is not immediately clear whether the \( \theta_n \) should converge or not. It is sufficient to show that the \( \theta_n \) are bounded to obtain a subsequence \( \theta_{n_j} \) converging to a particular \( \theta \). If this is the case then we may obtain through continuity of \( f \) as a function of the parameters as well as the input data

\[
y_i = \lim_{j \to \infty} (y_i) = \lim_{j \to \infty} (f_{\theta_{n_j}}(x_{n_j,i})) = f_{\theta}(x_i)
\]

Which demonstrates that \( \theta \) satisfies the conclusion of the theorem.

We now show that the \( \theta_n \) can be chosen to be bounded. To do this we heavily reference the proof of Theorem 4.1 (and hence corollary 4.2) in [36]. We only need to worry about bounding a handful of parameters for each \( n \). We start with two "incoming" parameters for
layer $l$ and hidden embedding $j$:

$$U_{j}^{l} = \alpha u^{T}, \quad b_{j}^{l} = \alpha c,$$

where $u$ is a vector (of arbitrary magnitude) for a hyperplane equation $u^{T}x + c = 0$ obtained through the general position assumption isolating a selection of the $x_{n,i}$ relevant to the proof. Then $\alpha$ is chosen to make $|\alpha(u^{T}x_{n,i} + c)| > 1$ for all $i$. Because the datasets $\{x_{n,i}\}_{i=1}^{N}$ converge to the dataset $\{x_{i}\}_{i=1}^{N}$ and each dataset contains finitely many points the datasets may be absolutely bounded in size. Thus $\alpha$ can be chosen such that $U_{j}^{l}$, and $b_{j}^{l}$ are absolutely bounded across all the parameter sets $\theta_{n}$ by some arbitrarily large constant not depending on $n$. Next we worry about the "outgoing" parameters

$$V_{j}^{l} = \beta e_{k}, \quad c^{l} = 0$$

Where $e_{k}$ is a standard component vector (therefore of size 1) and $\beta$ is chosen so that the $k$-th component of the hidden embedding $h^{l}(x_{i})$ is larger than a value which is bounded by some constant regardless of $n$. We also choose $\beta$ not to break the general position assumption, but as noted in the proof given in [36], those points lie in a set of measure zero. So $\beta$ can be chosen to be bounded above as well. All other parameters are bounded absolutely in the original proof, so we may bound all of the $\theta_{n}$. Hence by the argument above we obtain Theorem 4.1 in the general case where the data $\{x_{i}\}_{i=1}^{N}$ are not required to be in general position. Thus we may improve the bound in Theorem 5.2 of [35] from $d + 2$ to $d + 1$ applying the same method of construction as Yehudai et al do in their proof using the 2-layer GNN obtained in this new result.
Appendix A. Additional SBM Experiments

A.1 Means

The comprehensive results for mean values of our experiments are found below. Additional experiments using other architectures or wider bounds may be conducted using our code in GitHub https://github.com/brownthesr/Synthetic-Graphs.git.

When considering the Poisson SBM, we can see that SAGE performed the best of any GNN architecture across any class size. It should also be noted that as we increase the number of classes more information is needed for any architecture to correctly classify. Additionally, the heterophilous regime is more adversely affected by the increase in class size than is the homophilous regime. By comparing Figure A.1 and Figure A.2 we can observe how each model is affected by degree correction across any number of classes.

In Figure A.3 and Figure A.4 we view the various regimes across which each architecture outperforms the others. As we increase the class sizes, the favorable regime for the neural network increases in size, showing that in many cases it is simply better to ignore edges and utilize solely the feature information. However, it should be noted that in most of the cases, there is always a regime where the GNN architecture outperforms both of the baselines.
Figure A.1: We compare accuracies over the distributed Poisson graphs across varying class sizes. We also depict the accuracy curves of a regular feedforward neural network and that of spectral clustering on the same datasets to the right and bottom of each plot respectively. Using these plots we can compare how well each architecture performs on an increased number of classes. Additionally we can view how performance changes across different architectures.
Figure A.2: We compare accuracies over degree-corrected graphs across varying class sizes. Across any number of classes, the GCN did better on degree corrected graphs. This can be seen by viewing how the blue region in the top figures shrinks in the degree-corrected case. The performance of the Transformer improved in degree-corrected cases for class numbers of two and three, yet it decreased performance for class numbers of five and seven. The performance of SAGE and GAT were mostly unaffected by the degree correction.
Figure A.3: Regions of where each architecture outperforms the others across the Poisson SBM graphs. Here we can compare how varying parts of the data effects the shape and sizes of the favorable regimes.
Degree-Corrected Degree Distribution

Figure A.4: Regions where each architecture outperforms the others across degree-corrected graphs.
A.2 Maxes

The comprehensive results for max values of our experiments are found below. Additional experiments using other architectures or wider bounds may be conducted using our code in

Poisson Degree Distribution

Figure A.5: We compare accuracies over the distributed Poisson graphs across varying class sizes. Note that the blue regions of these graphs are much more pointed than the mean graphs

When we view the maxes in light of the average graphs, we see that the blue portions of the maxes are much more steeply shaped than that of the averaged. This likely demonstrates that while both the averages and the maxes perform poorly towards the middle (where there is a lot of edge noise) the model is able to achieve better along the sides of the graph where we
have less feature information but more edge information. In general it seems that the models benefited from operating on heavy-tailed graphs. In particular we see that the GCN and the GAT performed better on degree corrected graphs across all class sizes. The Transformer and SAGE did not see as stark an increase in performance, but did perform noticeably better on class sizes of 2 and 3.

Figure A.6: We compare accuracies over degree-corrected graphs across varying class sizes.
Figure A.7: Regions of where each architecture outperforms the others across the Poisson SBM graphs. Here we can compare how varying parts of the data effects the shape and sizes of the favorable regimes.
Degree-Corrected Degree Distribution

Figure A.8: Regions where each architecture outperforms the others across degree-corrected graphs.
Appendix B. Proof of Single Layer GCN

Probability Result

Let

\[ \Sigma = \begin{pmatrix} \sigma_x & \sigma_{xy} \\ \sigma_{xy} & \sigma_y \end{pmatrix} \]

Be the invertible covariance matrix and denote \(|\Sigma| = \det \Sigma\). We begin with the expression

\[ \int_{-\infty}^{\delta} \int_{-\infty}^{\infty} \frac{1}{2\pi \sqrt{|\Sigma|}} \exp \left( -\frac{1}{2} (x, y) \Sigma^{-1} (x, y)^T \right) dx \, dy \]

We expand and simplify the matrix multiplication to obtain

\[ = \int_{-\infty}^{\delta} \int_{-\infty}^{\infty} \frac{1}{2\pi \sqrt{|\Sigma|}} \exp \left( -\frac{\sigma_y}{2|\Sigma|} x^2 + \frac{\sigma_{xy}}{|\Sigma|} xy + \frac{\sigma_x}{2|\Sigma|} y^2 \right) dx \, dy \]

\[ = \frac{1}{2\pi \sqrt{|\Sigma|}} \int_{-\infty}^{\delta} \int_{-\infty}^{\infty} \exp \left( -\frac{\sigma_y}{2|\Sigma|} x^2 + \frac{\sigma_{xy}}{|\Sigma|} xy + \frac{\sigma_x}{2|\Sigma|} y^2 \right) dx \, dy \]

We then notice that the inside integral is just a Gaussian integral from \(-\infty\) to \(\infty\), and apply a known formula.

\[ = \frac{1}{2\pi \sqrt{|\Sigma|}} \int_{-\infty}^{\delta} \sqrt{\frac{\pi}{\sigma_y}} \exp \left( \frac{\left( \frac{\sigma_{xy}}{|\Sigma|} y \right)^2}{4 \left( \frac{\sigma_y}{|\Sigma|} \right)^2} - \frac{\sigma_x}{2|\Sigma|} y^2 \right) dy \]

Simplifying, we obtain:

\[ = \frac{1}{\sqrt{2\pi \sigma_y}} \int_{-\infty}^{\delta} \exp \left( \frac{\sigma_{xy}^2 - \sigma_x \sigma_y}{2\sigma_y |\Sigma|} y^2 \right) dy \]

Noting that \(\sigma_{xy}^2 - \sigma_x \sigma_y = -|\Sigma|\) we then have

\[ = \int_{-\infty}^{\delta} \frac{1}{\sqrt{2\pi \sigma_y}} \exp \left( -\frac{1}{2} \left( \frac{y}{\sqrt{\sigma_y}} \right)^2 \right) dy \]

Which is the cumulative distribution function of a Gaussian normal distribution with mean 0 and variance \(\sigma_y\). Hence we obtain:

\[ = \frac{1}{2} \left( 1 + \text{erf} \left( \frac{\delta}{\sqrt{2\sigma_y}} \right) \right) \]

Where \(\text{erf}\) is the Gaussian error function. \(\square\)
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