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1. Preliminaries

We begin with some important preliminary definitions. First, define SL\(_2\)(\(\mathbb{Z}\)), the full modular group, as the group of \(2 \times 2\) matrices with integer entries and determinant 1. Let \(\mathcal{H}\) be the Poincaré upper half plane, or the complex numbers with imaginary part greater than zero. A modular form is a meromorphic function \(f: \mathcal{H} \to \mathbb{C}\) that is holomorphic on \(\mathcal{H}\) and at \(\infty\), and that satisfies

\[
f \left( \frac{az + b}{cz + d} \right) = (cz + d)^kf(z)
\]

for some integer \(k\) and for all \((a\ b\ \ c\ d) \in \text{SL}_2(\mathbb{Z})\) and \(z \in \mathcal{H}\). The integer \(k\) is called the weight of \(f\).

We define \(f(z)\) at \(\infty\) to be \(f(\infty) = \lim_{z \to i\infty} f(z)\). If \(f(\infty) = 0\), we say that \(f\) vanishes at \(\infty\) and call it a cusp form.

By restricting \(\text{SL}_2(\mathbb{Z})\) to some of its congruence subgroups, we can find more functions that are similar to modular forms, called modular functions. For example, consider the congruence subgroup of \(\text{SL}_2(\mathbb{Z})\) given by

\[
\Gamma_0(N) = \{ (a\ b) \in \text{SL}_2(\mathbb{Z}) : c \equiv 0 \mod N \}.
\]

A function that is meromorphic on \(\mathcal{H}\), meromorphic at the cusps of \(\Gamma_0(N)\), and satisfies the modularity formula given above for all matrices in \(\Gamma_0(N)\) with integer \(k\) is called a weakly modular function of weight \(k\) and level \(N\). When working with a subgroup of \(\text{SL}_2(\mathbb{Z})\), cusp forms vanish not only at \(\infty\) but at every cusp of \(\Gamma_0(N)\).

A Hauptmodul is a bijective modular function from \(\mathcal{F} \cup \{\text{cusps of } \mathcal{F}\}\) to the extended complex plane, \(\mathbb{C} \cup \{\infty\}\). Now, if \(\Gamma_0(N)\) is genus 0, then there is a Hauptmodul of level \(N\). Furthermore, any meromorphic modular function of weight 0 and level \(N\) is a rational function in the Hauptmodul.

2. Introduction

In 1949, Lehner [12, 13] showed that many of the Fourier coefficients \(c(n)\) of the classical \(j\)-function \(j(z) = q^{-1} + 744 + \sum c(n)q^n\), where \(q = e^{2\pi iz}\) as usual, are highly divisible by small primes dividing \(n\). For instance, he showed that \(c(2^a3^b5^c7^d) \equiv 0 \mod 2^{2a+8}3^{2b+3}5^{c+1}7^d\) for any positive integers \(a, b, c, d\). These divisibility results were generalized to stronger congruences modulo larger powers of these primes by Aas [1] and Kolberg [10, 11], and such congruences were shown to hold for all elements of the canonical basis \(\{q^{-m} + O(q)\}\) for the space of weakly holomorphic
modular functions for $\text{SL}_2(\mathbb{Z})$ by Griffin [6].

Let $N$ be a positive integer such that the group $\Gamma_0(N)$ has genus zero; thus, $N \in \{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 16, 18, 25\}$. The space of modular functions of genus zero, level $N$, and with poles only at the cusp at $\infty$, has a similar canonical basis, and analogous divisibility results have been shown for the Fourier coefficients of the basis elements in the genus zero prime power levels $N \in \{2, 3, 4, 5, 7, 8, 9, 13, 16, 25\}$ in [2, 7–9]. In this paper, we prove divisibility results for the Fourier coefficients of canonical basis elements in the remaining genus zero levels $N \in \{6, 10, 12, 18\}$. Additionally, we show that the coefficients of these basis elements satisfy Zagier duality, and we explicitly construct their generating functions.

Let $M^!_k(N)$ be the space of weakly holomorphic modular forms for $\Gamma_0(N)$ of even integer weight $k$, and let $M^\#_k(N)$ be the subspace of such forms with poles allowed only at the cusp at $\infty$. If $n_0$ is the maximal order of vanishing at the cusp at $\infty$ for a modular form in $M^\#_k(N)$, then the space $M^\#_k(N)$ has a countably infinite canonical basis $\{f^{(N)}_{k,m}(z)\}_{m \geq -n_0}$ indexed by the order of vanishing $-m$ of $f^{(N)}_{k,m}(z)$ at the cusp at $\infty$. Specifically, define $f^{(N)}_{k,m}(z)$ to be the unique form in $M^\#_k(N)$ with Fourier expansion given by

$$f^{(N)}_{k,m}(z) = q^{-m} + \sum_{n > n_0} a^{(N)}_{k,m}(m,n)q^n,$$

so that the gap between $q^{-m}$ and the next nonzero Fourier coefficient is as large as possible. These bases were explicitly constructed for prime and prime power levels $N$ of genus zero in [3, 5, 7–9].

Let $S^\#_k(N)$ be the subspace of $M^\#_k(N)$ consisting of forms which vanish at all cusps except possibly at $\infty$, and let $n_1$ be the maximal order of vanishing at the cusp at $\infty$ for a modular form in this space. As we did for $M^\#_k(N)$, we may construct a canonical basis $\{g^{(N)}_{k,m}(z)\}_{m \geq -n_1}$ for $S^\#_k(N)$, where $g^{(N)}_{k,m}(z)$ is the unique form in $S^\#_k(N)$ with Fourier expansion

$$g^{(N)}_{k,m}(z) = q^{-m} + \sum_{n > n_1} b^{(N)}_{k,m}(m,n)q^n,$$

again, the gap between $q^{-m}$ and the next nonzero Fourier coefficient is as large as possible.

The first theorem of this paper is that just as in prime power genus zero levels, the Fourier coefficients of these canonical bases satisfy Zagier duality.

**Theorem 1.** For $N = 6, 10, 12, 18$, all even integers $k$, and all integers $m, n$, we
have

\[ a_k^{(N)}(m, n) = -b_{2,k}^{(N)}(n, m). \]

To illustrate Zagier duality, we give an example from level 12. Calculating, we find the first seven basis elements of weight 0 in \( M_k^0(N) \) have Fourier expansions

\[
\begin{align*}
\hat{f}_{0,1}^{(12)}(z) &= q^{-1} + 2q + q^3 - 2q^7 - 2q^9 + O(q^{10}) \\
\hat{f}_{0,2}^{(12)}(z) &= q^{-2} + 6q^2 + 4q^4 - 3q^6 - 12q^8 + O(q^{10}) \\
\hat{f}_{0,3}^{(12)}(z) &= q^{-3} + 3q + 14q^3 + 9q^5 - 12q^7 - 12q^9 + O(q^{10}) \\
\hat{f}_{0,4}^{(12)}(z) &= q^{-4} + 8q^2 + 30q^4 + 24q^6 + 36q^8 + O(q^{10}) \\
\hat{f}_{0,5}^{(12)}(z) &= q^{-5} + 15q^3 + 72q^5 + 70q^7 - 120q^9 + O(q^{10}) \\
\hat{f}_{0,6}^{(12)}(z) &= q^{-6} - 9q^2 + 186q^4 + 180q^6 + 180q^8 + O(q^{10}) \\
\hat{f}_{0,7}^{(12)}(z) &= q^{-7} - 14q - 28q^3 + 98q^5 + 464q^7 + 497q^9 + O(q^{10}).
\end{align*}
\]

We also calculate the first basis element for \( S_2^0(12) \), namely, \( \hat{g}_{2,1}^{(12)} \), as

\[
\hat{g}_{2,1}^{(12)}(z) = q^{-1} - 2q - 3q^3 + 14q^7 + 18q^9 + O(q^{10}).
\]

Now, the duality relationship tells us that reading coefficients in columns of the \( f \) functions gives us the negative coefficients for the \( g \) function. Upon inspection, the coefficients of the \( q^1 \) terms of the \( f \) functions are the negatives of the coefficients of the \( g \) function given.

As our next theorem, we have the following formula for generating functions for genus zero level basis elements, generalizing the results in \([3, 5, 7, 8]\) to all genus zero levels.

**Theorem 2.** For every genus zero level \( N \) we have

\[
\sum_{m=0}^{N} \hat{f}_{k,m}^{(N)}(\tau)q^m = \frac{\hat{f}_{k,-n_0}^{(N)}(\tau)\hat{g}_{2-k,n_0+1}^{(N)}(z)}{\hat{g}_{0,1}^{(N)}(z) - \hat{f}_{0,1}^{(N)}(\tau)}.
\]

The principal results of this paper give divisibility results for coefficients for weight zero basis elements for levels 6, 10, 12 and 18 by primes dividing the level. The following congruences hold in level 6.
Theorem 3. Let $r, s$ be integers relatively prime to 2. Then

\[ a_0^{(6)}(2^a r, 2^b s) \equiv 0 \pmod{2^{a-b+2}} \quad \text{if} \quad a > b, \quad (2.1) \]
\[ a_0^{(6)}(2^a r, 2^b s) \equiv 0 \pmod{2^2} \quad \text{if} \quad b > a. \quad (2.2) \]

Now let $r, s$ be relatively prime to 3. Then

\[ a_0^{(6)}(3^a r, 3^b s) \equiv 0 \pmod{3^{a-b+1}} \quad \text{if} \quad a > b, \quad (2.3) \]
\[ a_0^{(6)}(3^a r, 3^b s) \equiv 0 \pmod{3^1} \quad \text{if} \quad b > a. \quad (2.4) \]

To illustrate, consider the coefficient of $q^{90}$ in $f_{0,0}^{(6)}$, denoted by $a_0^{(6)}(40, 90)$. Since $40 = 2^33^5$ and $90 = 2^13^25$, we have $a = 3$ and $b = 1$ for the powers of 2 congruence and $a = 0$ and $b = 2$ for the powers of 3 congruence. Then it should be that $a_0^{(6)}(40, 90)$ is divisible by $2^{(3-1+2)/3} = 2^{4/3} = 48$. Computing, we can find that

\[ a_0^{(6)}(90, 40) = 67712935739122536077989440 = (48)(6275121199961786748606780), \]

which is divisible by 48 as expected. Note that $a_0^{(6)}(40, 90)$ is divisible by higher powers of 2 and 3. These divisibility properties do not fully describe the divisibility of every coefficient, but they give a minimum bound for the divisibility of the coefficients.

Using the $U_2$ and $U_3$ operators, these congruences in level 6 lead to very similar congruences for levels 12 and 18.

Theorem 4. For $N = 12, 18$, let $r, s$ be integers relatively prime to 2. If $N = 18$, assume that $3|r$. Then

\[ a_0^{(N)}(2^a r, 2^b s) \equiv 0 \pmod{2^{a-b+2}} \quad \text{if} \quad a > b, \quad (2.5) \]
\[ a_0^{(N)}(2^a r, 2^b s) \equiv 0 \pmod{2^2} \quad \text{if} \quad b > a. \quad (2.6) \]

Now let $r, s$ be relatively prime to 3. If $N = 12$, assume that $2|r$. Then

\[ a_0^{(N)}(3^a r, 3^b s) \equiv 0 \pmod{3^{a-b+1}} \quad \text{if} \quad a > b, \quad (2.7) \]
\[ a_0^{(N)}(3^a r, 3^b s) \equiv 0 \pmod{3^1} \quad \text{if} \quad b > a. \quad (2.8) \]
If $N = 18$ and $3 \nmid r$, or if $N = 12$ and $2 \nmid r$, we have the weaker divisibility results

\[ a_0^{(18)}(2^a r, 2^b s) \equiv 0 \pmod{2^{a-b}} \quad \text{if} \quad a > b, \quad (2.9) \]
\[ a_0^{(12)}(3^a r, 3^b s) \equiv 0 \pmod{3^{a-b}} \quad \text{if} \quad a > b. \quad (2.10) \]

Similar congruences hold for level 10, the last genus zero level.

**Theorem 5.** If $r, s$ are relatively prime to 2, then

\[ a_0^{(10)}(2^a r, 2^b s) \equiv 0 \pmod{2^{a-b+1}} \quad \text{if} \quad a > b, \quad (2.11) \]
\[ a_0^{(10)}(2^a r, 2^b s) \equiv 0 \pmod{2^1} \quad \text{if} \quad b > a. \quad (2.12) \]

If $r, s$ are relatively prime to 5, then

\[ a_0^{(10)}(5^a r, 5^b s) \equiv 0 \pmod{5^{a-b}} \quad \text{if} \quad a > b. \quad (2.13) \]

One obvious difference in level 10 is that there is no $b > a$ congruence given modulo powers of 5. This behavior is similar to the congruences for Fourier coefficients in level 13, as described in [9].

We note that because of the duality given by Theorem 1, all divisibility results in weight 0 immediately imply similar results for the coefficients of the weight 2 basis elements. In higher weights, such divisibility results are not expected due to the presence of cusp forms.

In Section 3 of this paper, we construct the canonical bases in levels 6, 10, 12, and 18. In Section 4, we prove Theorems 1 and 2. Sections 5, 6, and 7 contain the proofs of Theorems 3, 4, and 5.

### 3. Canonical Basis Construction

We now explicitly construct the canonical bases for $M_0^!(N)$ and $S_0^!(N)$ for $N = 6, 10, 12, 18$. We will give explicit explanations for the construction in level 6 and more general outlines for the other levels, as all of the constructions are similar.

The congruence subgroup $\Gamma_0(6)$ has four cusps: $\infty, 0, \frac{1}{2}$ and $\frac{1}{3}$. For this level, we choose the Hauptmodul

\[ \psi^{(6)}(z) = f_{0,1}^{(6)}(z) = \frac{\eta(2z)^8 \eta(3z)^4}{\eta(z)^8 \eta(6z)^8} - 4 = q^{-1} + 6q + 4q^2 - 3q^3 + O(q^4) \in M_0^!(6), \]
which has a pole of order 1 at \( \infty \). We also use the form

\[
f_{2,-2}^{(6)}(z) = \frac{\eta(z)^2 \eta(6z)^{12}}{\eta(2z)^4 \eta(3z)^6} = q^2 - 2q^3 + 3q^4 - q^6 + 7q^8 + \mathcal{O}(q^9) \in M_2(6),
\]

which has order of vanishing 2 at \( \infty \) and has no other zeros or poles.

For nonnegative even integers \( k \), the dimension of the space \( M_k(6) \) of holomorphic modular forms is \( k + 1 \), so increasing the weight by 2 increases the dimension by 2.

Note that multiplying or dividing a form in \( M_k(6) \) by \( f_{2,-2}^{(6)}(z) \) increases or decreases both the form’s weight and order of vanishing at \( \infty \) by 2, and can only introduce poles at the cusp at \( \infty \). Thus, in weight \( k \) we have the initial basis element \( f_{k,-k}^{(6)}(z) = \left( f_{2,-2}^{(6)}(z) \right)^{\frac{k}{2}} \), which has maximal order of vanishing at \( \infty \) for that space.

We may recursively construct additional basis elements by multiplying by the Hauptmodul \( \psi^{(6)}(z) \) and subtracting earlier basis elements to obtain the largest possible gap between the leading power of \( q \) and the next nonzero coefficient. This process is simply row reduction on the first several coefficients of the new modular function. Therefore, for all \( m \geq -k \), the basis element \( f_{k,m}^{(6)}(z) \) has the form

\[
f_{k,m}^{(6)}(z) = q^{-m} + \sum_{n=k+1}^{\infty} a_k^{(6)}(m,n) q^n = \left( f_{2,-2}^{(6)}(z) \right)^{\frac{k}{2}} P \left( \psi^{(6)}(z) \right),
\]

where \( P(x) \) is a polynomial in \( x \) of degree \( m + k \). We note that because \( \psi^{(6)}(z) \) and \( f_{2,-2}^{(6)}(z) \) have integral Fourier coefficients, the Fourier coefficients \( a_k^{(6)}(m,n) \) of these basis elements and the coefficients of the polynomial \( P(x) \) are also all integers.

Additionally, we have \( n_0 = k \) for the largest possible order of vanishing at \( \infty \) of a form in \( M_k(6) \).

The congruence subgroup \( \Gamma_0(12) \) has six cusps: \( \infty, 0, \frac{1}{2}, \frac{1}{3}, \frac{1}{4} \) and \( \frac{1}{6} \). For this level, we choose the Hauptmodul

\[
\psi^{(12)}(z) = f_{0,1}^{(12)}(z) = \frac{\eta(4z)^4 \eta(6z)^2}{\eta(2z)^4 \eta(12z)^6} = q^{-1} + 2q + q^3 + \mathcal{O}(q^7) \in M_0^{\sharp}(12),
\]

which may be used to generate the basis for \( M_0^{\sharp}(12) \).

Increasing a nonnegative even weight \( k \) by 2 increases the dimension of \( M_k(12) \) from
The congruence subgroup $\Gamma$ has a zero of order 4 at $\psi$. Each basis element in $\Gamma$ we choose the Hauptmodul and raise or lower the weight by multiplying by the form $\psi_k = \eta(z)^a \eta(4z)^b \eta(6z)^c \eta(12z)^d$. When increasing the weight $k$ by 4 increases the dimension of $\eta_k(3z)$ by 4, the dimension of $\eta_k(2z)$ by 12, and the dimension of $\eta_k(3z)^3\eta(12z)$ by 8. We have $\psi_k(12) = q^4 + O(q^5) \in M_2(12)$ has a zero of order 4 at $\infty$. We compute that there are no other zeros or poles at any other cusp, and note that as eta-quotients have no poles on the upper half plane, the valence formula implies that there are no other zeros. Thus, the first basis element of $\eta_k(12)$ must be $\left( f_{2,4}^{(12)}(z) \right)^{\frac{1}{2}}$. Multiplying by $\psi(12)(z)$ and row reducing as before, we construct the basis elements $f_{k,m}^{(12)}(z)$ for all $m \geq -2k$, and note that $n_0 = 2k$ in level 12. Again, all Fourier coefficients $a_k^{(12)}(m, n)$ are integers, because $\psi^{(12)}(z)$ and $f_{2,4}^{(12)}(z)$ have integral Fourier coefficients by the $p$-adic Sturm bound. The congruence subgroup $\Gamma_0(18)$ has six cusps: $\infty, 0, \frac{1}{2}, 1, \frac{5}{6}$ and $\frac{1}{3}$. For this level, we choose the Hauptmodul $\psi^{(18)}(z) = f_{0,1}^{(18)}(z) = \frac{\eta(6z)\eta(9z)^3}{\eta(3z)\eta(18z)^3}$ and raise or lower the weight by multiplying by the form $f_{2,6}^{(18)}(z) = \frac{25}{216} \eta(z)^3\eta(6z)^2\eta(9z)^4 - \frac{11}{121} \eta(z)^5\eta(6z)^4\eta(9z)^7 - \frac{972}{144} \eta(z)^5\eta(3z)^6\eta(18z)^5$. Each basis element in $\eta_k(18)$ will be $\left( f_{2,6}^{(18)}(z) \right)^{\frac{1}{2}}$ multiplied by a polynomial in $\psi^{(18)}(z)$, and we have $n_0 = 3k$. Again, all Fourier coefficients $a_k^{(18)}(m, n)$ are integers. The congruence subgroup $\Gamma_0(10)$ has four cusps: $\infty, 0, \frac{1}{2}$ and $\frac{1}{5}$. For this level, we use the Hauptmodul $\psi^{(10)}(z) = f_{0,1}^{(10)}(z) = \frac{\eta(2z)\eta(5z)^5}{\eta(z)\eta(10z)^5} - 1$. Increasing the weight $k$ by 4 increases the dimension of $\eta_k(10)$ by 6, with the dimension of $\eta_0(10)$ equal to 1 and the dimension of $M_2(10)$ equal to 3. Writing
\[ k = 4\ell + k' \text{ with } \ell \in \mathbb{Z} \text{ and } k' \in \{0, 2\}, \text{ we use the forms} \]

\[
f_{2,-2}^{(10)} = \frac{\eta(10z)^5}{\eta(2z)} = q^3 + O(q^4) \in M_2(10),
\]

\[
f_{-6}^{(10)} = \frac{27}{10000} \frac{\eta(2z)^{14}\eta(5z)^8}{\eta(z)^9\eta(10z)^9} - \frac{13}{4000} \frac{\eta(2z)^{11}\eta(5z)^{11}}{\eta(z)^7\eta(10z)^7} - \frac{14}{125} \frac{\eta(10z)^5}{\eta(z)^2} \eta(10z)^2
\]

\[
+ \frac{167}{625} \eta(2z)^2\eta(5z)^6 + \frac{1}{625} \eta(2z)^2\eta(10z)^2 - \frac{7}{32} \eta(10z)^2
\]

\[
= q^8 + O(q^7) \in M_4(10)
\]

to see that the first basis element in weight \( k = 4\ell + k' \) will be

\[
\left( f_{-6}^{(10)}(z) \right)^{\ell} \left( f_{2,-2}^{(10)}(z) \right)^{\frac{k'}{2}}.
\]

Further basis elements are obtained, as before, by multiplying by a polynomial in \( \psi^{(10)}(z) \) to get the correct Fourier expansion, with \( n_0 = 6\ell + k' \) and \( g_k^{(10)}(m, n) \in \mathbb{Z} \).

To construct the basis elements \( g_k^{(N)}(z) \) for the spaces \( S_k^2(N) \), we follow the same general process of finding the basis element with the largest leading power of \( q \), then multiplying by the Hauptmodul and row reducing with previous basis elements.

The first basis element \( g_{k,-n_4}^{(N)}(z) \) can be constructed as

\[
g_{k,-n_4}^{(N)}(z) = f_{k,-n_0}^{(N)}(z) \prod_{\psi} \left( \psi^{(N)}(z) - c_{\frac{a}{b}} \right),
\]

where \( f_{k,-n_0}^{(N)}(z) \) is the first basis element for \( M_k^1(N) \), the product is over all non-\( \infty \) cusps of \( \Gamma_0(N) \), and \( c_{\frac{a}{b}} \) is the value of \( \psi^{(N)}(z) \) at the cusp \( \frac{a}{b} \). It is clear that this will be a form of the correct weight which vanishes at all non-\( \infty \) cusps, and it must have maximal order of vanishing at \( \infty \) in \( S_k^2(N) \) because \( f_{k,-n_0}^{(N)}(z) \) does in \( M_k^1(N) \), and the existence of a Hauptmodul for \( \Gamma_0(N) \) means that \( f_{k,-n_0}^{(N)}(z) \) cannot vanish at any cusp other than \( \infty \). Therefore, we have \( n_4 = n_0 - c(N) + 1 \), where \( c(N) \) is the number of cusps of \( \Gamma_0(N) \).

In level 6, the Hauptmodul has the values 0, 1, 9 at the three non-infinity cusps.

This may be computed using Ligozat’s theorem (see [14]) to find that the form

\[
g_{6,0}^{(6)}(z) = \frac{\eta(2z)^6\eta(3z)^8}{\eta(6z)^{10}} \in M_2^1(6)
\]

vanishes at all non-\( \infty \) cusps, and then writing the quotient \( g_{6,0}^{(6)}(z)/f_z^{(6)}(z) \) as a polynomial in \( \psi^{(6)}(z) \). The roots of the polynomial are the values at the cusps.
Thus, the first basis element of $S^\ast_2(6)$ will be

$$g_{k,-k+3}^{(6)}(z) = \left(f_{2,-2}^{(6)}(z)\right)^7 \psi^{(6)}(z)(\psi^{(6)}(z) - 1)(\psi^{(6)}(z) - 9).$$

In level 12, the polynomial

$$(\psi^{(12)}(z))(\psi^{(12)}(z) - 1)(\psi^{(12)}(z) + 1)(\psi^{(12)}(z) - 3)(\psi^{(12)}(z) + 3)$$

vanishes at all non-$\infty$ cusps, while levels 18 and 10 have the polynomials

$$(\psi^{(18)}(z))^7 - 7(\psi^{(18)}(z))^4 - 8(\psi^{(18)}(z)),$$

$$(\psi^{(10)}(z) + 2)(\psi^{(10)}(z) + 1)(\psi^{(10)}(z) - 3),$$

which vanish at all cusps away from $\infty$.

4. Duality and Generating Functions

The proof of Zagier duality for the coefficients of these canonical bases (Theorem 1) follows the argument in [8] for prime power levels, which is itself a generalization of an argument credited to Kaneko by Zagier [15].

Ramanujan’s $\theta$-operator acts like differentiation on a modular form. Its action on a weakly holomorphic modular form $f$ is given by $\theta f = q^d \frac{df}{dq} = \frac{1}{2\pi i} \frac{df}{dz}$ and increases the weight by 2, preserving modularity if $f$ is weight 0. With the usual slash operator $f|\gamma = (\text{det } \gamma)^{k/2} (cz + d)^{-k} f \left( \frac{az+b}{cz+d} \right)$ for a matrix $\gamma = (a \ b \\
 c \ d)$, the $\theta$-operator satisfies the intertwining relation

$$\theta(f|\gamma) = (\theta f)|\gamma.$$

For a form $f \in M_0^\ast(N)$, we know that $f|\gamma$ is holomorphic for any matrix $\gamma \in \text{SL}_2(\mathbb{Z})$ and not in $\Gamma_0(N)$, so the intertwining relation and the fact that derivatives annihilate constants imply that $\theta$ actually maps forms in $M_0^\ast(N)$ to forms in $S_2^\ast(N)$. Specifically, by examining Fourier expansions we find that

$$\theta\left(f_{0,m}^{(N)}(z)\right) = -m g_{2,m}^{(N)}(z).$$

(4.1)

In weight 2, the maximal order of vanishing $n_1$ for a form in $S_2^\ast(N)$ is equal to $-1$ for $N = 6, 10, 12, 18$, so the functions $\theta\left(f_{0,m}^{(N)}\right) = -m g_{2,m}^{(N)}$ span the space $S_2^\ast(N)$, and every form in $S_2^\ast(N)$ must have no constant term in its Fourier expansion.
Now consider the product $f^{(N)}_{k,m}g^{(N)}_{2-k,m}$, which must be in the space $S^2_{2}(N)$. By examining the Fourier expansions of the forms in the product, we find that its constant term is $a^{(N)}_{k}(m,n) + b^{(N)}_{2-k}(n,m)$, which must be zero, and Theorem 1 follows.

We next prove Theorem 2; the proof is similar to that in [4]. Fix an even integer weight $k$ and a genus zero level $N$. Let $n_0, N_1$ be the maximal orders of vanishing at $\infty$ for forms in $M^\#:k(N), S^2_{2-k}(N)$ respectively. Thus, we have

$$f^{(N)}_{k,m}(z) = q^{-m} + \sum_{n>n_0} a_k(m,n)q^n$$

for every integer $m \geq -n_0$, and

$$g^{(N)}_{2-k,m}(z) = q^{-m} + \sum_{n>N_1} b_{2-k}(m,n)q^n$$

for every integer $m \geq -N_1$. Let

$$F_k(z, \tau) = \sum_{m=-n_0}^{\infty} f^{(N)}_{k,m}(\tau)q^m$$

be the generating function for the $f^{(N)}_{k,m}(z)$. In what follows, we often write $f_{k,m}(z)$ for $f^{(N)}_{k,m}(z)$ for simplicity.

Multiply the Fourier expansions for $f_{0,1}(z)$ and $f_{k,m}(z)$ and write the result, which is a form in $M^\#:k(N)$, in terms of basis elements, remembering that the powers of $q$ less than or equal to $n_0$ completely determine the form. Doing this, we obtain

$$f_{0,1}(z)f_{k,m}(z) = \left(q^{-1} + \sum_{n=1}^{\infty} a_{0}(1,n)q^n\right) \left(q^{-m} + \sum_{n>n_0} a_k(m,n)q^n\right)$$

$$= q^{-m-1} + \sum_{n=1}^{\infty} a_{0}(1,n)q^{n-m} + \sum_{n>n_0} a_k(m,n)q^{n-1}$$

$$+ \sum_{n=1}^{\infty} a_{0}(1,n)a_k(m,N)q^{N+n}$$

$$= f_{k,m+1}(z) + a_k(m, n_0 + 1)f_{k,-n_0}(z) + a_{0}(1, n_0 + m)f_{k,-n_0}(z)$$

$$+ \sum_{n=1}^{n_0+m-1} a_{0}(1,n)f_{k,m-n}(z)$$

for any $m \geq -n_0$, where the last sum appears only if $m \geq -n_0 + 2$ and the second to last term appears only if $m \geq -n_0 + 1$. This gives us a recurrence relation for $f_{k,m+1}(z)$ in terms of forms $f_{k,i}(z)$ with $i \leq m$. 


Using this recurrence, we may write

\[ F_k(z, \tau) = f_{k, m_0}(\tau)q^{-m_0} + \sum_{m=-\infty}^{\infty} f_{k, m}(\tau)q^m = f_{k, m_0}(\tau)q^{-m_0} + \sum_{m=-\infty}^{\infty} f_{k, m+1}(\tau)q^{m+1} \]

\[ = f_{k, m_0}(\tau)q^{-m_0} + \sum_{m=-\infty}^{\infty} (f_{0, 1}(\tau)f_{k, m}(\tau)q^{m+1} - a_k(m, n_0 + 1)f_{k, m_0}(\tau)q^{m+1} \]

\[- a_0(1, n_0 + m)f_{k, m_0}(\tau)q^{m+1} - \sum_{n=1}^{\infty} a_0(1, n)f_{k, m_0}(\tau)q^{m+1}. \]

Using the duality \( a_k(m, n_0 + 1) = -b_{2-k}(n_0 + 1, m) \), we note that the term

\[- \sum_{m=-\infty}^{\infty} a_k(m, n_0 + 1)f_{k, m_0}(\tau)q^{m+1} \]

may, if \( N_1 \geq -n_0 - 1 \), be rewritten as \( q \cdot f_{k, m_0}(\tau)(g_{2-k, n_0+1}(z) - q^{-n_0}) \). We note also that this inequality is true (and is, in fact, an equality) for all genus zero levels. Reversing the order of the double summation, we rewrite other terms similarly to obtain

\[ F_k(z, \tau) = f_{k, m_0}(\tau)q^{-m_0} + qf_{0, 1}(\tau)F_k(z, \tau) \]

\[ + f_{k, m_0}(\tau)q(g_{2-k, n_0+1}(z) - q^{-n_0}) - f_{k, m_0}(\tau)q^{1-n_0}(f_{0, 1}(z) - q^{-1}) \]

\[- q(f_{0, 1}(z) - q^{-1})(F_k(z, \tau) - f_{k, m_0}(\tau)q^{-n_0}), \]

which simplifies to

\[ 0 = qf_{0, 1}(\tau)F_k(z, \tau) + qf_{k, m_0}(\tau)g_{2-k, n_0+1}(z) - qf_{0, 1}(z)F_k(z, \tau). \]

Therefore, we have the generating function

\[ F_k(z, \tau) = \frac{f_{k, m_0}(\tau)g_{2-k, n_0+1}(z)}{f_{0, 1}(z) - f_{0, 1}(\tau)}. \]

### 5. Level 6 Congruences

We will now prove Theorem 3 by first proving the congruence (2.2), and then showing that (2.2) implies (2.1).

We use the usual slash operator defined at the beginning of section 4, omitting the subscript \( k \) for brevity. If \( f \in \mathcal{M}_0(6) \) and \( \gamma \in \text{SL}_2(\mathbb{Z}) \), this becomes \( f|\gamma = f \left( \frac{ax + b}{cx + d} \right) \).
Now, for $p$ prime, if $p|N$, the $U_p$ operator

$$U_p f = \frac{1}{p} \sum_{i=0}^{p-1} f\left(\frac{i}{p}\right)$$

sends forms in $M_k(N)$ to forms in $M_k(N)$, while if $p^2|N$, the $U_p$ operator sends forms in $M_k(N)$ to forms in $M_k\left(\frac{N}{p}\right)$. Its action on Fourier expansions is given by $U_p \sum a(n)q^n = \sum a(pm)q^n$. Thus, the $U_p$ operator sends $f$ to $f|\left(\frac{1}{p}\right)$.

We are interested in the order of vanishing of $U_p f$ at the cusp $\infty$. We note that for a form $f$ in $M_k(\Gamma_0(6))$, slashing with a matrix that is a congruence subgroup representative in $\Gamma_0(6)$ corresponding to each cusp. We use the matrices $\left(\begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array}\right)$, $\left(\begin{array}{cc} 1 & 0 \\ 2 & 1 \end{array}\right)$, and $\left(\begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array}\right)$ for the cusps at 0, $\frac{1}{2}$, and $\frac{1}{3}$, respectively. Computing and rewriting the original matrices, we find that

$$2U_2 f(z) = f\left(\frac{1}{2}\right) + f\left(\frac{1}{3}\right).$$

Under the action of $\Gamma_0(6)$, we have the cusp at $\frac{1}{6}$ equivalent to the cusp at $\frac{1}{2}$, and the cusp at $\frac{3}{4}$ also equivalent to the cusp at $\frac{1}{2}$. Since replacing $z$ with $\frac{az+b}{cz+d}$ does not change holomorphicity at a cusp, it follows that if $f \in M_k(\Gamma_0(6))$ is holomorphic at 0 and $\frac{1}{2}$, then $U_p f$ is as well. This is because in the calculations above, applying $|\left(\begin{array}{cc} a & b \\ c & d \end{array}\right)|$ to $f$ is equivalent to replacing $z$ with $\frac{az+b}{cz+d}$. Therefore, applying $U_2$ repeatedly to a form in $M_k(\Gamma_0(6))$ will give a form in $M_k(\Gamma_0(6))$ with poles that may occur only at the cusps at $\infty$ and $\frac{1}{6}$.

We note that for a form $f$ in $M_k(\Gamma_0(6))$, slashing with the matrix $\left(\begin{array}{cc} 2 & -1 \\ 6 & -2 \end{array}\right)$ is an Atkin-Lehner involution which takes a form in $M_k(\Gamma_0(6))$ to a form in $M_k(\Gamma_0(6))$.
These calculations show that if $f$ is holomorphic at $\infty$, then $f\mid \left(\frac{1}{6} - \frac{1}{2}\right)$ is holomorphic at $\frac{1}{2}$; similarly, if $f$ is holomorphic at $0$, $\frac{1}{2}$, or $\frac{1}{3}$, then $f\mid \left(\frac{1}{6} - \frac{1}{2}\right)$ is holomorphic at $\frac{1}{4}$, $0$, or $\infty$ respectively.

We now show that if $b > a$ and $r, s$ are odd integers, then the coefficient $a_0^{(6)}(2^a r, 2^b s)$ is divisible by 4, proving equation (2.2). Suppose first that $a = 0$.

Applying the $U_2$ operator to the form $f_{0,r}^{(6)}(z) = q^{-r} + \sum_{n \geq 1} a_0^{(6)}(r, n)q^n$ gives us a modular form in $M_0^2(6)$ with Fourier expansion $\sum_{n \geq 1} a_0^{(6)}(r, 2n)q^n$ which is clearly holomorphic at $\infty$; from the discussion above, it must also be holomorphic at 0 and $\frac{1}{2}$, since $f_{0,r}^{(6)}$ is as well. Thus, $U_2 f_{0,r}^{(6)}(z)$ has poles only at $\frac{1}{6}$.

Replacing $z$ with $\frac{2z-1}{6z-2}$ in the formula for $U_2 f(z)$ above, we compute that

$$2U_2 f_{0,r}^{(6)} \left(\frac{2z-1}{6z-2}\right) = f_{0,r}^{(6)} \left(\frac{z - \frac{1}{2}}{2}\right) + f_{0,r}^{(6)} \left(\frac{8z - 3}{12z - 4}\right).$$

The first term gives $-q^{-r} + O(1)$ in the Fourier expansion since $r$ is odd. The second term is holomorphic at $\infty$ because $(\frac{8}{12}, -\frac{3}{4}) = (\frac{2}{3}, -\frac{1}{4})$ and $f_{0,r}^{(6)}|\gamma$ is holomorphic at $\infty$ for any $\gamma \in \text{SL}_2(\mathbb{Z})$ not in $\Gamma_0(6)$. Slashing with $(\frac{1}{3}, 1), (\frac{1}{5}, 1), (\frac{1}{7})$ as above, we find that this form is holomorphic at 0 and $\frac{1}{2}$, and that at the cusp at $\frac{1}{4}$ it is equal to $f_{0,r}^{(6)}(\frac{z+1}{4}) + f_{0,r}^{(6)}(\frac{z+3}{4})$. Replacing $z$ by $\frac{z+1}{4}$ and $\frac{z+3}{4}$ in the Fourier expansion of $f_{0,r}^{(6)}(z)$, we find that the negative powers of $q$ cancel because $r$ is odd, and conclude that the form is also holomorphic at $\frac{1}{4}$. Since its Fourier expansion begins $-q^{-r}$, it must be $-f_{0,r}^{(6)}(z)$.

Let $\psi(z)$ be the Hauptmodul $\psi(z) = \frac{\eta(z)^5 \eta(3z)}{\eta(2z)^3 \eta(6z)} \in M_0^2(6)$; we note that $\psi(z)$ has a pole of order 1 at $\infty$ and vanishes at the cusp at 0. From the construction of the basis elements $f_{0,m}^{(6)}(z)$, we may write each basis element as an integral polynomial in powers of $\psi(z)$, giving us

$$2U_2 f_{0,r}^{(6)} \left(\frac{2z-1}{6z-2}\right) = -f_{0,r}^{(6)}(z) = \sum_{i=0}^{r} c_i \psi^i(z),$$

with the coefficients $c_i \in \mathbb{Z}$.

Using the equalities $\eta(z + 1) = e^{2\pi i/24}\eta(z)$ and $\eta(-1/z) = \sqrt{z/\eta(z)}$, we compute that

$$\psi\mid \left(\frac{1}{6} - \frac{1}{2}\right) = -\frac{2^4 \eta(2z)^3 \eta(6z)}{\eta(3z)^3 \eta(z)}.$$

We introduce a new function, $\psi_{1/2}^{(6)}(z) = \frac{\eta(2z)^3 \eta(6z)}{\eta(3z)^3 \eta(z)}$, and note that it is a modular form in $M_0^2(6)$ with integer coefficients; it is holomorphic at $\infty$ and 0, vanishes at $\frac{1}{3}$, and has a pole of order 1 at $\frac{1}{4}$.
Replacing \( z \) with \( \frac{2z - 1}{6z - 2} \) in our expression for \( 2U_2 f_{0,r}^{(6)} \), we find that

\[
2U_2 f_{0,r}^{(6)}(z) = \sum_{i=0}^{2r} c_i z^i. 
\]

Because the \( c_i \) and all Fourier coefficients of \( \psi_\frac{1}{2} \) are integers, we conclude that for \( n \geq 1 \), all of the Fourier coefficients \( a_{0}^{(6)}(r, 2n) \) of \( U_2 f_{0,r}^{(6)}(z) \) must be divisible by 4.

Now suppose that \( a \geq 1 \) and that the coefficients \( a_{0}^{(6)}(2^a r', 2^b s') \) are divisible by 4 for every nonnegative integer \( \alpha < a \) and every \( \beta > a \) and odd \( r', s' \). We will show that \( a_{0}^{(6)}(2^a r, 2^b s) \) is divisible by 4 for every integer \( b > a \), proving the theorem by induction.

Define \( G(z) \) to be the form \( U_2 f_{0,2r}^{(6)}(z) - f_{0,2r-1}^{(6)}(z) \). We note that \( G(z) \) is holomorphic at \( \infty \) because the \( q^{2r-1} \) terms cancel, that it is holomorphic at \( 0 \) and \( \frac{1}{2} \) and meromorphic at \( \frac{1}{2} \), and that its \( n \)th Fourier coefficient is \( a_{0}^{(6)}(2^a r, 2n) - a_{0}^{(6)}(2^{a-1} r, n) \). Replacing \( z \) by \( \frac{2z - 1}{6z - 2} \) as before, we have the form

\[
2G \left( \frac{2z - 1}{6z - 2} \right) = f_{0,2r}^{(6)} \left( z - \frac{1}{2} \right) + f_{0,2r}^{(6)} \left( \frac{8z - 3}{12z - 4} \right) - f_{0,2r-1}^{(6)} \left( \frac{2z - 1}{6z - 2} \right),
\]

which is holomorphic away from \( \infty \). The second two terms are holomorphic at \( \infty \), and the first term gives a \( q^{-2r} \), so this must be \( f_{0,2r}(z) \), which has integer coefficients. Thus, we have

\[
2G \left( \frac{2z - 1}{6z - 2} \right) = \sum_{i=0}^{2r} c_i (z - \frac{1}{2})^i \]

with the coefficients \( c_i \in \mathbb{Z} \). Replacing \( z \) with \( \frac{2z - 1}{6z - 2} \) as before, we get

\[
2G(z) = \sum_{i=0}^{2r} c_i 2^{2i} (z - \frac{1}{2})^i. (5.1)
\]

Applying the \( U_2 \) operator \( a \) times to this equation, we get a form \( U_2^a G(z) \in M_0^{(6)} \) with poles only at the cusp at \( \frac{1}{2} \) and with \( n \)th Fourier coefficient given by

\[
a_{0}^{(6)}(2^a r, 2^{a+1} n) - a_{0}^{(6)}(2^{a-1} r, 2^n n).
\]

By our inductive hypothesis, the second term in this expression is divisible by 4.

Since each positive power of \( q^n \) in (5.1) has a coefficient divisible by 4 as well, we conclude that \( a_{0}^{(6)}(2^a r, 2^{a+1} n) \) is divisible by 4, proving congruence (2.2).

Now consider the coefficient \( a_0(2^a r, 2^b s) \) with \( a > b \). By duality and equation (4.1),
we have
\[ a_0(2^n r, 2^k s) = \frac{-2^n r}{2^k s} h_s(2^n r, 2^k s) = \frac{2^n r}{2^k s} a_0(2^n r, 2^k s). \]

Note that \( \frac{1}{2} a_0(2^n r, 2^k s) \) must be an integer because all basis elements have integer coefficients in level 6. Then by the congruence just proved, since \( a > b \), we have
\[ 2^a | a_0(2^n r, 2^k s), \]
and it follows that \( 2^{a-b+2} | a_0(2^n r, 2^k s) \).

The proof of congruences for powers of 3 in level 6 is very similar; we will note explicit calculations that differ. The \( U_3 \) operator on forms \( f \in M_0^2(6) \) can be written as
\[ 3U_3 f(z) = f(\frac{z}{3}) + f(\frac{z+1}{3}) + f(\frac{z+2}{3}). \]

To check the order of vanishing of \( U_3 f(z) \) at the cusps 0, \( \frac{1}{2} \), and 1 of \( \Gamma_0(6) \), we compute that
\[ 3U_3 f(\frac{q-1}{1}) = f(\frac{q-1}{1}) \left[ \frac{q-1}{1} \right] = f(\frac{q-1}{1}) \left[ \frac{q-1}{1} \right], \]
\[ 3U_3 f(\frac{1}{3}) = f(\frac{1}{3}) \left[ \frac{1}{3} \right] = f(\frac{1}{3}) \left[ \frac{1}{3} \right], \]
\[ 3U_3 f(\frac{1}{9}) = f(\frac{1}{9}) \left[ \frac{1}{9} \right] = f(\frac{1}{9}) \left[ \frac{1}{9} \right]. \]

Since the cusps at \( \frac{5}{7}, \frac{1}{5}, \frac{2}{5}, \) and \( \frac{7}{5} \) are equivalent to the cusp at \( \frac{1}{7} \), if \( f(z) \) is holomorphic at 0 and \( \frac{1}{7} \), then \( U_3 f(z) \) will be also. Thus, applying \( U_3 \) repeatedly to a form in \( M_0^2(6) \) gives a form with poles only at \( \frac{1}{7} \) and \( \infty \).

We again use an Atkin-Lehner involution \( (\frac{3}{1} \frac{1}{3}) \). Computing as before, we find that
\[ f(\frac{3}{1} \frac{1}{3}) \left[ \frac{3}{1} \frac{1}{3} \right] = f(\frac{1}{3} \frac{1}{3}) \left[ \frac{1}{3} \frac{1}{3} \right], \]
\[ f(\frac{3}{1} \frac{1}{3}) \left[ \frac{2}{1} \frac{1}{3} \right] = f(\frac{2}{1} \frac{2}{3}) \left[ \frac{1}{3} \frac{1}{3} \right], \]
\[ f(\frac{3}{1} \frac{1}{3}) \left[ \frac{4}{1} \frac{1}{3} \right] = f(\frac{4}{1} \frac{1}{3}) \left[ \frac{3}{1} \frac{1}{3} \right], \]
for any \( f \in M_0^2(6) \).

Suppose now that \( b > a \) and that \( r, s \) are not divisible by 3. In the \( a = 0 \) case,
replacing \( z \) with \( (\frac{3}{1} \frac{1}{3}) \) in the formula for \( U_3 f(z) \), we compute that
\[ 3U_3 f(6 \frac{3z+1}{6z+3}) = f(6 \frac{z}{3}) \left[ \frac{3z+1}{6z+3} \right] = f(6 \frac{z}{3}) \left[ \frac{3z+1}{6z+3} \right] + f(6 \frac{z}{3}) \left[ \frac{z+2}{3} \right]. \]

The second term is holomorphic at \( \infty \) since \( (\frac{3}{1} \frac{4}{3}) = (\frac{1}{1} \frac{4}{1}) \). The first and last terms give \(-q^{r} + O(1) \) because \( r \not\equiv 0 \pmod{3} \). Slashing with \((\frac{0}{1} \frac{1}{0})\) and \((\frac{1}{1} \frac{1}{1})\), we find that this form is holomorphic at 0 and \( \frac{1}{3} \). Slashing with \((\frac{1}{1} \frac{1}{0})\) gives
\( f_{0,r}^{(6)}(\frac{z+2}{9}) + f_{0,r}^{(6)}(\frac{z+8}{9}) + f_{0,r}^{(6)}(\frac{z+5}{9}) \), and all negative powers of \( q \) cancel out since \( r \not\equiv 0 \pmod{3} \). We conclude that \( 3U_3 f_{0,r}^{(6)}(\frac{3z+1}{6z+3}) = -f_{0,r}^{(6)}(z) \).

Now let \( \psi(z) \) be the level 6 Hauptmodul \( \psi(z) = \frac{\eta(z)^3\eta(3z)}{\eta(6z)\eta(2z)^3} \). Because powers of \( \psi \) form a basis for \( M_{\#0}^k(6) \), we can write

\[
3U_3 f_{0,r}^{(6)}(\frac{3z+1}{6z+3}) = -f_{0,r}^{(10)}(z) = \sum_{i=0}^{r} c_i \psi(z)^i,
\]

with the coefficients \( c_i \in \mathbb{Z} \). We compute that

\[
\psi \big|_2 \left( \frac{3}{8} \right) = \frac{3\eta(3z)^3\eta(z)}{\eta(6z)\eta(2z)^3}.
\]

Note that \( \psi_1(z) = \frac{\eta(3z)^3\eta(z)}{\eta(6z)\eta(2z)^3} \) is a modular form in \( M_{\#0}^k(6) \) with integer coefficients that is holomorphic at \( \infty \) and \( 0 \), vanishes at \( \frac{1}{3} \) and has a pole of order 1 at \( \frac{1}{27} \).

We then use near-identical arguments for the base case and inductive step to show that the stated congruences hold for powers of 3.

### 6. Congruences in Levels 12 and 18

To extend the level 6 congruences to levels 12 and 18, we first relate basis elements in these levels to basis elements in level 6, using the usual \( U_p \) and \( V_p \) operators with \( p = 2, 3 \). Observe that \( V_p(f(z)) = f(pz) \), and that if \( f \in M_{\#0}^k(N) \), then \( V_p f \in M_{\#0}^k(pN) \).

**Lemma 1.** For any nonnegative integer \( m \), we have

\[
U_2 \left( f_{0,m}^{(12)} \right) = f_{0,\frac{m}{2}}^{(6)} \text{ if } 2 \mid m,
\]

\[
U_3 \left( f_{0,m}^{(18)} \right) = f_{0,\frac{m}{3}}^{(6)} \text{ if } 3 \mid m.
\]

If \( m \) is odd, then \( U_2(f_{0,m}^{(12)}) = 0 \), and if \( 3 \not\mid m \), then \( U_3(f_{0,m}^{(18)}) = 0 \).

To see this for \( p = 2 \), let \( f_{0,2m} \in M_{\#0}^k(12) \). We compute that \( V_2 U_2 \) preserves the space \( M_{\#0}^k(12) \) as in section 3 of [7]. The first term of \( f_{0,2m} \) will be \( q^{-2m} \), as will the first term of \( V_2 f_{0,m}^{(6)} \). Then in the expression

\[
V_2 \left( U_2 \left( f_{0,2m}^{(12)}(z) \right) - f_{0,m}^{(6)}(z) \right),
\]

the first terms will cancel and the resulting form will have only nonnegative powers of \( q \). Since it is in the space \( M_{\#0}^k(12) \), it must be identically zero, since all non-zero elements in the space have poles at infinity and therefore have all have negative
powers of $q$. If $2$ does not divide $m$, then $U_2 f_{0,m}^{(12)}$ will be a form in $M_0^{(6)}$ which vanishes at $\infty$, and must be zero; thus, when $m$ is odd, the form $f_{0,m}^{(12)}(z)$ will have only odd powers of $q$ in its Fourier expansion. The proof of this relation in level 18 is similar.

Using Lemma 1, we can prove the congruences for levels 12 and 18. Consider $f_{0,m}^{(12)} \in M_0^{(12)}$, and assume that $m = 2^a r$ for some $a \geq 0$ and odd $r$. Then by Lemma 1, we have $U_2 f_{0,m}^{(12)} = f_{0,2^a r}^{(6)}$, if $a \geq 1$ and $U_2 f_{0,m}^{(12)} = 0$ if $a = 0$. If $a \geq 1$, then for some $b \geq 0$ and some odd $s$, we have the relation

$$a_{0}^{(12)}(2^a r, 2^b s) = a_{0}^{(6)}(2^{a-1} r, 2^{b-1} s).$$

Note that if $b = 0$, then $a_{0}^{(12)}(2^{a} r, 2^b s) = 0$. Suppose that $a > b$. If $b = 0$, then the congruence holds vacuously. If $b > 0$, then $a - 1 > b - 1$ and the congruence in level 12 follows from the congruence in level 6. If instead $b > a$, then if $a = 0$, we have $U_2 f_{0,2^b r}^{(12)} = 0$ and the congruence vacuously holds. Otherwise, $b - 1 > a - 1$ and the congruence again follows from the congruence in level 6.

For the congruences modulo powers of 3, write $m = 2^a 3^c r$, with $a \geq 1$ and $r'$ not divisible by 2 or 3. Using the $U_2$ operator again, we obtain the relation

$$a_{0}^{(12)}(2^a 3^c r, 2^b 3^d s) = a_{0}^{(6)}(2^{a-1} 3^c r, 2^{b-1} 3^d s').$$

for appropriate $b, d, s'$ with $s'$ not divisible by 2 and 3. Again, the congruences follow directly from the congruences in level 6. The weaker congruence (2.10) modulo powers of 3 when 2 does not divide the order of the pole can be proved in a manner similar to the way in which (2.2) implies (2.1), using duality, equation (4.1), and the fact that all coefficients $a_{0}^{(12)}(m, n)$ are integers.

The proof for the level 18 congruences is similar.

7. Congruences in Level 10

The proof of congruences (2.11) and (2.12) for powers of 2 in level 10 is very similar to the proof for level 6 in section 5. We will make note of explicit calculations that differ.

Let $f \in M_0^{(6)}$. Again, we want to find the behavior at the cusps under the $U_2$ operator. Level 10 has the three non-infinity cusps 0, $\frac{1}{2}$, and $\frac{1}{5}$. The calculations showing order of vanishing for the cusps at 0 and $\frac{1}{2}$ are similar to the level 6
calculations. For the cusp at $1/5$, we find that

$$2U_2 f\left(\frac{4}{5} - 1\right) = f\left(\frac{1}{5} 0\right) \cdot (10) + f\left(\frac{3}{5} - 1\right) \cdot (10).$$

It follows that applying $U_2$ repeatedly to a form in $M_0(10)$ gives forms with poles only at $1/5$ and $\infty$.

For the space $M_0(10)$, the matrix $\left(\begin{array}{cc} 4 & -1 \\ 10 & -2 \end{array}\right)$ is an Atkin-Lehner involution. Computing as before,

$$f\left(\begin{array}{cc} 4 & -1 \\ 10 & -2 \end{array}\right) \cdot (10) = f\left(\begin{array}{cc} 1 & 0 \\ 2 & -1 \end{array}\right) \cdot (10),$$

$$f\left(\begin{array}{cc} 4 & -1 \\ 10 & -2 \end{array}\right) \cdot (10) = f\left(\begin{array}{cc} 1 & 0 \\ 2 & -1 \end{array}\right) \cdot (10),$$

$$f\left(\begin{array}{cc} 4 & -1 \\ 10 & -2 \end{array}\right) \cdot (10) = f\left(\begin{array}{cc} 1 & 0 \\ 2 & -1 \end{array}\right) \cdot (10).$$

Now if we replace $z$ with $\left(\begin{array}{cc} 4 & -1 \\ 10 & -2 \end{array}\right)$ in the formula for $U_2 f(z)$, we compute that

$$2U_2 f^{(10)}_{0,r} \left(\frac{4z - 1}{10z - 2}\right) = f^{(10)}_{0,r} \left(\frac{4z - 1}{20z - 4}\right) + f^{(10)}_{0,r} \left(z - \frac{1}{2}\right).$$

Note that the first term here is holomorphic at $\infty$ since $\left(\begin{array}{cc} 4 & -1 \\ 20 & -4 \end{array}\right) = \left(\begin{array}{cc} 1 & 0 \\ 5 & -1 \end{array}\right) \cdot (10)$ and that the second term will give $-q^{-r} + O(1)$. After checking that this is holomorphic at the other cusps, we conclude that $2U_2 f^{(10)}_{0,r} \left(\frac{4z - 1}{10z - 2}\right) = f^{(10)}_{0,r} \left(z\right)$.

Now let $\psi(z)$ be the level 10 Hauptmodul $\psi(z) = \frac{n(2z)\eta(5z)}{\eta(z)\eta(10z)^2}$. By the construction of basis elements, we can write

$$2U_2 f^{(10)}_{0,r} \left(\frac{4z - 1}{10z - 2}\right) = f^{(10)}_{0,r} \left(z\right) = \sum_{i=0}^{r} c_i \psi^i(z),$$

with the coefficients $c_i \in \mathbb{Z}$. We compute that

$$\psi\left(\frac{4}{10} - 2\right) = \frac{-2^2 \eta(z) \eta(10z)^5}{\eta(2z) \eta(5z)^5}. $$

Note that $\psi_1(z) = \frac{n(z)\eta(10z)^3}{\eta(z)\eta(5z)^3}$ is a modular form in $M_0(10)$ with integer coefficients that is holomorphic at $\infty$, vanishes at $1/2$ and $0$, and has a pole of order 1 at $1/5$.

After these explicit calculations, we can use near-identical arguments for the base case and inductive step to show that congruence (2.12) holds. Congruence (2.11) follows as before using duality and equation (4.1); the congruence (2.13) modulo powers of 5 is proved in the same way.
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