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ABSTRACT
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We examine the related nature of two identification algorithms, subspace identification (SID) and Dynamic Mode Decomposition (DMD), and their correctness properties over a broad range of problems. This investigation begins by noting the strong relationship between the two algorithms, both drawing significantly on the pseudoinverse calculation using singular value decomposition, and ultimately revealing that DMD can be viewed as a substep of SID. We then perform extensive computational studies, characterizing the performance of SID on problems of various model orders and noise levels. Specifically, we generate 10,000 random systems for each model order and noise level, calculating the average identification error for each case, and then repeat the entire experiment to ensure the results are, in fact, consistent. The results both quantify the intrinsic algorithmic error at zero-noise, monotonically increasing with model complexity, as well as demonstrate an asymptotically linear degradation to noise intensity, at least for the range under study. Finally, we close by demonstrating DMD’s ability to recover system matrices, because its access to full state measurements makes them identifiable. SID, on the other hand, can’t possibly hope to recover the original system matrices, due to their fundamental unidentifiability from input-output data. This is true even when SID delivers excellent performance identifying a correct set of equivalent system matrices.
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Abstract—We examine the related nature of two identification algorithms, subspace identification (SID) and Dynamic Mode Decomposition (DMD), and their correctness properties over a broad range of problems. This investigation begins by noting the strong relationship between the two algorithms, both drawing significantly on the pseudoinverse calculation using singular value decomposition, and ultimately revealing that DMD can be viewed as a substep of SID. We then perform extensive computational studies, characterizing the performance of SID on problems of various model orders and noise levels. Specifically, we generate 10,000 random systems for each model order and noise level, calculating the average identification error for each case, and then repeat the entire experiment to ensure the results are, in fact, consistent. The results both quantify the intrinsic algorithmic error at zero-noise, monotonically increasing with model complexity, as well as demonstrate an asymptotically linear degradation to noise intensity, at least for the range under study. Finally, we close by demonstrating DMD's ability to recover system matrices, because its access to full state measurements makes them identifiable. SID, on the other hand, can't possibly hope to recover the original system matrices, due to their fundamental unidentifiability from input-output data. This is true even when SID delivers excellent performance identifying a correct set of equivalent system matrices.

Index Terms—Subspace Identification, Dynamic Mode Decomposition, State Space Model

I. INTRODUCTION

Various methods for identifying dynamic systems from data have developed somewhat independently from one another, resulting in a wide array of methods and world views around the topic. System Identification methods, developed in the controls community, are popular methods for identifying systems from data. The principle categories of System Identification methods include general autoregressive models, which are often defined as prediction error methods [14, 27], set-membership identification [30], and subspace identification (SID) [12]. This work focuses specifically on SID and it's non-autonomous variants as described in [18]. SID estimates a dynamic system by observing input-output data and generating a state sequence and observability matrix via the singular value decomposition. The state sequence and observability matrix are then used to estimate the system matrices of the observed system.

Dynamic Mode Decomposition (DMD) is an identification algorithm developed by the fluid dynamics community [13]. DMD provides a scalable approach to deal with high-dimensional systems including fluid flows, smart-grids, and financial markets [8]. In contrast to SID, DMD assumes full-state observability and estimates system matrices directly from the observed state sequence as opposed to generating the state sequence from input-output data.

Though SID and DMD developed independently of each other, in recent years research around both algorithms has highlighted important similarities and even equivalences between the two. Brunton et al. [29] described the relationship between DMD and the eigensystem realization algorithm, a form of SID. It was shown that the low-order linear operators central to each method are related by a similarity transform. More recently DMD was expanded to use time delay Hankel matrices in [4] and [15]. Time delay embedding is a powerful method for geometric reconstruction of attractors of nonlinear systems based on measurements of observables. This expansion of DMD allowed it to be effective at extracting information from the state sequence that cannot be computed by geometric reconstruction [4]. These variants of DMD are often referred to as Hankel DMD or Higher Order DMD. Hankel matrices are fundamental data matrices that are also used in various SID algorithms. Also of note is the result by Brunton et al. [20] which extends DMD to consider control input data as well and derive system matrices. Finally, Shin et al. [24] presented a unifying theorem for autonomous SID and DMD algorithms.

This work extends previous research in a few ways. First, this paper provides a reduction of the SID computation to the DMD computation, followed by oblique projection. This result follows from the observation that solutions to DMD algorithms are computed from the orthogonal projection via the pseud inverse, while solutions to SID algorithms are computed from oblique projections. In practice, one can
compute an orthogonal projection preceding an oblique projection. In other words, DMD and SID methods share fundamental similarities in their calculations. The reduction of SID and the connection to DMD opens up paths of research into various directions including the analysis of Koopman operators and oblique projections, connections to Krylov subspace theory, and extensions to DMD that don’t assume full-state feedback of systems.

Second, this work presents a concrete performance analysis of SID and DMD via the following experiments:

1) SID is applied to identification of fifth, tenth, and fifteenth-order systems with increasing levels of added noise. This highlights this algorithm class’s ability to handle additive noise of increasing intensity.

2) SID and DMD are fitted to a series of random fifth-order systems. It is shown that DMD, with full-state feedback, is able to exactly identify the A and B system matrices. By contrast, SID is unable to return the exact system matrices A, B, C, D, but it is able to return state space models reliably given no state space data. This analysis sheds light on the differences in estimation methods, especially in regards to what information is available in the output data as opposed to the state sequence data. The eigenvalues and eigenvectors of SID and DMD are then analyzed for an example system. It is shown that SID cannot accurately identify the dynamics of the state transition matrix A, however, it can correctly extract the exact eigenvalues. This motivates a discussion around the utility of SID in systems with unobserved dynamics and other possible future research directions.

As a final note, all analyses done in this paper assume that the model order of the observed system is known, giving the algorithms the best possible chance to identify the unknown system.

II. BACKGROUND

A. State Space Models

A stochastic linear system can be written as:

\[ x_{k+1} = Ax_k + Bu_k + v_k \]
\[ y_k = Cx_k + Du_k + w_k, \]

known as the process form, where \( u_k \in \mathbb{R}^n \) are inputs, \( x_k \in \mathbb{R}^n \) are the states, \( y_k \in \mathbb{R}^l \) are the outputs, and \( v_k \in \mathbb{R}^n \) and \( w_k \in \mathbb{R}^l \) are i.i.d. random sequences modeling process noise and output measurement noise, respectively. The matrices \( A, B, C, \) and \( D \) are the system matrices characterizing the resulting stochastic processes [21].

If one knew the state matrices of such a system, one could then design a Kalman filter to estimate its state sequence:

\[ \hat{x}_{k+1} = A\hat{x}_k + Bu_k + K(y_k - C\hat{x}_k - Du_k), \]

where \( K \) is chosen to be the Kalman gain of the system. We define \( e_k \) as the system innovations:

\[ e_k = y_k - C\hat{x}_k - Du_k, \]

and note that it is i.i.d. and independent of the input and output processes. Rearranging the Kalman filter equations, one can then define the innovation form of the original linear system

\[ \hat{x}_{k+1} = A\hat{x}_k + Bu_k + Ke_k \]
\[ y_k = C\hat{x}_k + Du_k + e_k. \]

This form will be crucial to establishing the extended state space model, which is the starting place of the SID algorithm.

We now define Hankel matrices, which are important data structures for SID and DMD algorithms. Hankel matrices can be constructed in a few different ways, the main differences being the size of time delay and the staggering of past and future time periods. In this work we assume input-output data samples \( u_k, y_k \) for \( k \in \{i, i + 1, ..., j\} \), where \( (j - i) > 0 \) characterizes the sequence length. We can then arrange the data into Hankel matrices with \( s \) block rows, indicating the desired delay, and where \( 0 \leq s < (j - i) \), and \( (j - s - i) \) columns of the form:

\[ X := \begin{bmatrix} x_i & x_{i+1} & \ldots & x_{j-s+1} \\ x_{i+1} & x_{i+2} & \ldots & x_{j-s+2} \\ \vdots & \vdots & \ddots & \vdots \\ x_{i+s-1} & x_{i+s} & \ldots & x_j \\ |X_i| & |X_{i+1}| & \ldots & |X_{j-s+1}| \end{bmatrix} \]

From this (original) Hankel matrix, past and future matrices can also be defined:

\[ X_p := \begin{bmatrix} x_i & x_{i+1} & \ldots & x_j \\ X_{i+1} & X_{i+2} & \ldots & X_{j-s} \end{bmatrix}, \]
\[ X_f := \begin{bmatrix} X_{i} & X_{i+1} & \ldots & X_{j-s+1} \end{bmatrix}, \]

where \( p, f \) denote past and future horizons respectively. \( X_p \) retains all the rows of \( X \) and all columns up to the penultimate, while \( X_f \) retains all the rows of \( X \) and all columns except for the first. This employs the concept of delay embedding of order \( s \). Time delay embedding is a well established method for reconstruction of attractors for nonlinear systems; interested readers can also refer to Taken’s classic theory [26].

Using the innovation form defined in (5) and (6), we also define the matrix input-output form, or extended state space model, as:

\[ Y_f = \Gamma X_f + H U_f + G E_f, \]

with \( X_f \) defined as in (10) (and \( Y_f, U_f, \) and \( E_f \) defined analogously), and the toepliz matrices \( H_f \) and \( G_f \) defined
as:
\[
H_i = \begin{bmatrix}
D & 0 & \ldots & 0 \\
CB & D & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
CA^{i-2} & CA^{i-3} & \ldots & D
\end{bmatrix}
\quad \text{(12)}
\]
\[
G_i = \begin{bmatrix}
I & 0 & \ldots & 0 \\
CK & I & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
CA^{i-2}K & CA^{i-3}K & \ldots & I
\end{bmatrix}
\quad \text{(13)}
\]
with the extended observability matrix \( \Gamma_f \) given by:
\[
\Gamma_i = \begin{bmatrix}
C \\
CA \\
\vdots \\
CA^{i-1}
\end{bmatrix}
\quad \text{(14)}
\]
as in [12].

B. Orthogonal and Oblique Projections

For this section, we generally define matrices \( A \in \mathbb{R}^{p \times j} \), \( B \in \mathbb{R}^{q \times j} \), and \( C \in \mathbb{R}^{r \times j} \). The definition of these matrices and their dimensions are confined to this subsection.

DMD and SID algorithms rely on notions of orthogonal and oblique projections to compute solutions to regression problems of the form
\[
\min_\Theta \|A - \Theta B\|_F^2,
\quad \text{(15)}
\]
where \( \| \cdot \|_F \) is the Frobenius norm. The well-known solution is:
\[
\hat{\Theta} = AB^\top(BB^\top)^{-1}.
\quad \text{(16)}
\]
The pseudo inverse of \( B \) is given by
\[
B^\dagger = B^\top(BB^\top)^{-1}
\quad \text{(17)}
\]
where the \( \dagger \) operator denotes the pseudo inverse. The pseudo inverse is a well known orthogonal projection operator.

We also define oblique projection as the projection of the row space of \( A \) along the row space of \( B \) on the row space of \( C \)
\[
A/B/C = \begin{bmatrix} C \\ A(C^\top B^\top) \left( \begin{bmatrix} C \\ B \end{bmatrix}(C^\top B^\top)^{-1} \right)^{-1} C \end{bmatrix}
\quad \text{(18)}
\]

III. Dynamic Mode Decomposition

In this section we present Dynamic Mode Decomposition with control (DMDc), originally developed by Brunton et. al.[20].

A. Dynamic Mode Decomposition with Control

DMDc expands upon the original formulation of DMD by adding control inputs, giving the form
\[
x_{k+1} = Ax_k + Bu_k.
\quad \text{(20)}
\]
Rewritten to include our definition of data matrices we get
\[
X_f = AX_p + BU_p
\quad \text{(21)}
\]
or in terms of matrix multiplication
\[
X_f = [A \ B] \begin{bmatrix} X_p \\ U_p \end{bmatrix} = G\Omega,
\quad \text{(22)}
\]
where \( \Omega \) contains the past input and state data. DMDc seeks to find a best-fit solution over parameters \( G \), solving a problem of the form
\[
\min_G \|X_f - G\Omega\|_F^2.
\quad \text{(23)}
\]
This is accomplished via orthogonal decomposition, calculated using the pseudo inverse of \( \Omega \), which is denoted as \( \Omega^\dagger \). In practice, the pseudo inverse is calculated by way of the SVD, \( \Omega = U\Sigma V^\top \).
\[
G = X_f\Omega^\dagger,
\quad \text{(24)}
\]
where \( \Omega^\dagger := V\Sigma^{-1}U^\top \) is the calculated pseudo inverse of \( \Omega \). The matrices \( A \) and \( B \) are then derived from the calculated \( G \) [20].

As we make continual references to DMD in this work, we are refering specifically to DMDc as defined above.

IV. Subspace Identification

A. Problem Formulation

SID algorithms seek to estimate system matrices \( A, B, C, \) and \( D \) that are equivalent (in a well defined sense) to those of the original process, given input-output data alone and where the input-output data is arranged into Hankel matrices. This involves solving a regression or projection problem in order to estimate a matrix \( O \), where
\[
O = Y_f/U_jW_p = \Gamma_iX_f,
\quad \text{(25)}
\]
and
\[
W_p = \begin{bmatrix} Y_p \\ U_p \end{bmatrix}.
\quad \text{(26)}
\]
To approximate \( O \), one sets up a regression problem utilizing the matrix input-output form defined previously in Equation (11). For deterministic systems, this can be shortened to
\[
\hat{Y}_f = \Gamma_iX_f + H_iU_f,
\quad \text{(27)}
\]
where \( \hat{Y}_f \) is the best fit linear estimate given the limited data set. We restrict ourselves to the deterministic case in order to simplify the comparison with DMD.

It is well known that this equation can be rewritten as
\[
\hat{Y}_f = L_pW_p + H_iU_f.
\quad \text{(28)}
\]
where $X_f$ is replaced by a linear combination of past input-output data $W_p$, and $L_p = [B \ AB \ldots AB^{p-1}]$ [21].

Solving for $O$ requires us to find matrices $H_i$ and $L_p$. We therefore formulate the problem as

$$\min_{L_p, H_i} \| Y_f - [L_p H_i] \left[ \begin{array}{c} W_p \\ U_f \end{array} \right] \|_F^2$$

(29)

minimizing $L_p$ and $H_i$, in the least squares sense.

B. SID Algorithm

We now review the SID algorithm, which will give a solution to the minimization problem introduced in Equation (29).

1) Arrange input-output data into Hankel matrices

Given inputs $u_k$ and outputs $y_k$, one arranges this data into past and future hankel matrices as in Equation (3). We also define the combined input data as $Q = \left[ \begin{array}{c} W_p \\ U_f \end{array} \right]$.

2) Calculate the orthogonal projection via the pseudo inverse of $Q$

The solution to Equation (29) can be found by using the pseudo inverse of $Q$.

$$[L_p H_i] = Y_f Q^\dagger$$

(30)

In practice, we are only concerned with the portion of Equation (29) that yields $[L_p W_p]$ because it is equal to $\Gamma_f X_f$ which is equivalent to the matrix $O$. We can therefore utilize only the first $r$ columns (where $r$ is at least the number of rows in $W_p$) [28] of our pseudo inverse calculation

$$L_p = Y_f Q^\dagger \left((QQ^\dagger)^{-1}\right)^{\text{first } r \text{ columns}}$$

(31)

or more succinctly

$$L_p = Y_f \tilde{Q}^\dagger,$$

(32)

where $\tilde{Q}$ denotes the trimmed version of the pseudo inverse.

3) Calculate $O$ via oblique projection

After calculating the initial solution via orthogonal projection, oblique projection can then be calculated by multiplying each side by $W_p$. This gives an oblique projection as described in Equation (19).

$$L_p W_p = Y_f Q^\dagger ((QQ^\dagger)^{-1})^{\text{first } r \text{ columns}} W_p,$$

(33)

which is equivalent to

$$L_p W_p = Y_f / U_f W_p = \Gamma_f X_f = O.$$  

(34)

4) Calculate the reduced extended observability matrix $\Gamma_f$ and reduced future state sequence $X_f$ via SVD of $O$

After calculating $O$, $\Gamma_f$ and $X_f$ can be calculated via the SVD of $O$

$$O = \left[ \begin{array}{cc} \Sigma_1 & 0 \\ 0 & 0 \end{array} \right] \left[ \begin{array}{c} V_1^T \\ V_2^T \end{array} \right]$$

(35)

where

$$\Gamma_f = U_1 \Sigma_1^{1/2}$$

(36)

$$X_f = \Gamma_f^T O.$$  

(37)

5) Calculate the State Space Parameters $A$, $B$, $C$, and, $D$ using the reduced extended observability matrix and reduced future state sequence.

Finally, with the knowledge of the estimated future state sequence $X_f$ and the input-output data, the system matrices can be approximated in a parameter estimation step.

C. Reducing the SID Algorithm to DMD and Oblique Projection

The principal goal of DMD is to find a best approximation of the linear operator $G$ which describes the system dynamics, while the primary goal of SID is to identify system matrices with input-output dynamics that best fit the available data. However, examination of both algorithms shows an important equivalence. In Equation (32), $L_p$ is calculated in an analogous manner to the calculation of $G$ in Equation (24). The SID calculation is

$$L_p = Y_f \tilde{Q}^\dagger$$

(38)

and the DMD calculation is

$$G = X_f \Omega^\dagger.$$  

(39)

The differences, of course, being the assumptions made about what data is available and how it is pre-processed. Though both algorithms define the data matrices in a distinct manner, they share orthogonal projection as a common step. Figure 1 depicts the reduction of the SID algorithm and its connection to DMD.

V. Analysis

The following section describes two different experiments to characterize the performance of each algorithm.

A. Example 1 - SID applied to a fifth-order system with increasing additive noise

In this example, SID was applied to SISO systems of order five, ten, and fifteen. Noise was added with increasing intensity, with the standard deviation of the distribution being the independent variable. This trial was run for 10000 different random systems at each order and noise level. The error was calculated as the difference between the magnitudes (dB) calculated from the bode plots of the true and derived systems. Figure 2 shows this analysis. The results exhibit two regimes. At the first addition of noise, error increases sharply. The error then levels off and begins to increase slowly at a linear level. When run many times, this analysis returns errors for each order and noise level that share consistent distributions across trials. The calculated difference in standard deviations for distributions from different trials were not statistically significant,
implying that these results are reproducible. Two example experiments were plotted to visually show the consistency between multiple trials.

The results both quantify the intrinsic algorithmic error at zero-noise, monotonically increasing with model complexity, as well as demonstrate an asymptotically linear degradation to noise intensity, at least for the range under study. Presumably, the error increases with model complexity likely due to machine precision or round-off error. At a high level, this analysis shows that SID and by extension DMD are sensitive to the first addition of noise, but are relatively robust to further increases in noise.

### B. Example 2 - DMD and SID applied to 500 random fifth-order systems

The next example explores how well each algorithm is able to return the exact system matrices of the original system from which the data was collected. An important fact to note here is that DMD assumes full-state feedback in order to correctly return the $A$ and $B$ matrices. With this in mind, we apply each algorithm to 500 random fifth-order LTI systems. DMD is given access to the full state sequence and the input while SID is given access only to the inputs and outputs. The system matrix error was determined by concatenating all state space matrices into a joint system matrix $(A, B, C, D$ for SID and $A, B$ for DMD), taking the Frobenius norm of the difference, and then normalizing by the Frobenius norm of the true aggregate system matrix

$$
\frac{||P - \hat{P}||_F}{||P||_F},
$$

where $P$ is the true aggregate system matrix and $\hat{P}$ is the estimated aggregate system matrix. The results, shown in Figure 3, verify that given full state feedback as in the DMD algorithm, the system matrices $A$ and $B$ are successfully identified. If the full state sequence is not observable as in SID, the state space model cannot be reliably approximated.

To further characterize each algorithms ability to recover the system matrices, a single example system out of the 500 was taken, and the eigendecompositions of the approximated state transition matrices calculated. This example illustrates an important result of this work, namely that without state sequence information, identification algorithms are able to correctly identify eigenvalues of the true system, but unable to identify eigenvectors. This is shown in Figure 4. The implications of this are that without a-priori knowledge of the mechanics of the underlying system, it is impossible to derive the true dynamics of the system. However, a strong advantage of SID is that even without the state-sequence of the true system, SID is able to recover the correct eigenvalues. This suggests that SID could be a strong alternative to DMD when applied to systems with partial or no observability. Additionally, the correct eigenvalues but incorrect eigenvectors suggest that the approximated $A$ matrix may be equivalent to the true $A$ up to a similarity transform. Given more knowledge about the true $B$ or $C$ matrices, the $A$ matrix could be better approximated.

### VI. Conclusion and Future Directions

In this paper we showed the relation between non-autonomous Dynamic Mode Decomposition and Subspace Identification. Namely, that DMD and SID share a the step of orthogonal decomposition via the pseudo inverse. We then conduct a computational study quantifying how the performance of Subspace Identification degrades with
Figure 3: (a) System matrix error for the derived state space model from SID. The Frobenius norm of the error was taken and normalized by the Frobenius norm of the true system. (b) Error from A and B matrices of estimated model. The error was normalized and the Frobenius norm was taken as in the SID example.

Figure 4: (a) SID approximation of system identifies the correct eigenvalues, but incorrect eigenvectors. (b) DMD identifies the correct eigenvalues and eigenvectors of the true system.

model order and increasing levels of noise, illustrating two interesting points. First, even with zero noise, the algorithm’s performance degrades with model order, presumably because of round-off error in the calculations. Second, the algorithm’s performance then degrades linearly with increasing noise levels for a broad range of noise intensities.

Finally, we demonstrate that because DMD is applied to full state measurements, it can, in fact, recover the actual system matrices, \((A, B)\), characterizing the data generation process. In contrast, although Subspace Identification correctly identifies an equivalent realization of the data generation process, we illustrate that it does not recover the system matrices, \((A, B, C, D)\). This is expected since the system matrices are unidentifiable from input-output data alone, but sometimes this fact gets lost in the discussion of Subspace Identification since it ultimately delivers state matrices characterizing the unknown system.

This analysis of DMD and SID is nascent and many avenues are open for future research. Some of the following are ideas that have developed out of this work:

- **Extend SID to utilize proper orthogonal decomposition or balanced truncation when calculating the orthogonal projection for further model reduction.** While DMD leverages orthogonal projections to calculate a best-fit linear system \(A\) in the least-squares sense, proper orthogonal decomposition (POD) was recognized as an effective way to reduce the order of the system during estimation [13]. This significantly reduces the order of the system while still calculating the retained eigenvalues accurately as the reduced order \(\tilde{A}\) (derived from the approximated \(G\)) still has the same non-zero eigenvalues as the unreduced \(A\). In practice, SID algorithms utilize the QR decomposition to efficiently calculate oblique projections. However,
more recent work such as [17, 11] has explored algorithms that use POD for efficiently calculating oblique projections which may or may not employ the $QR$ decomposition. Future iterations of SID algorithms could benefit from utilizing POD in their calculations.

- **Analyze SID as a means of identifying dominant dynamics in systems with only partial observability.** DMD assumes full-state feedback of observables. SID algorithms do not have such limitations as they estimate the state sequence directly from data. SID has the potential to succeed where DMD has not in the past, especially with systems without full-state feedback. An interesting analysis will be to apply this method to high-dimensional systems of partial observables, or even completely unobservable states.

- **Explore the implications of utilizing oblique projections vs orthogonal projections in regards to Koopman operator theory.** It is well known that DMD approximates the Koopman operator. The theory behind Koopman operators as estimated by DMD was discovered as a result of the equivalence between DMD and the Arnoldi decomposition [29]. This connection to Arnoldi decompositions and Kyrlov subspaces is well established for DMD, but is not yet explored well for SID methods. Future research could focus on exploring the theory behind oblique projections and if the oblique projections calculated by SID has any strong connection to Koopman operator theory.
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