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abstract

Poincaré Polynomial of FJRW Rings and the Group-Weights Conjecture

Julian Tay
Department of Mathematics, BYU

Master of Science

FJRW-theory is a recent advancement in singularity theory arising from physics. The
FJRW-theory is a graded vector space constructed from a quasihomogeneous weighted poly-
nomial and symmetry group, but it has been conjectured that the theory only depends on
the weights of the polynomial and the group. In this thesis, I prove this conjecture using
Poincaré polynomials and Koszul complexes.

By constructing the Koszul complex of the state space, we have found an expression for
the Poincaré polynomial of the state space for a given polynomial and associated group.
This Poincaré polynomial is defined over the representation ring of a group in order for us to
take G-invariants. It turns out that the construction of the Koszul complex is independent
of the choice of polynomial, which proves our conjecture that two different polynomials with
the same weights will have isomorphic FJRW rings as long as the associated groups are the
same.

Keywords: Poincaré polynomial, FJRW theory, Group-Weights conjecture, Koszul com-
plex
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Chapter 1. Introduction

Mirror symmetry is a phenomenon that occurs in geometry and physics. It describes re-

lationships that show how a class of geometric objects (A-model) are related to a mirror

dual class of objects (B-model). This thesis focuses on FJRW theory which provides the

A-model construction of Landau-Ginzburg (LG) mirror symmetry [FJR12]. FJRW theory

also contributes to the understanding of singularities which are often studied in algebraic

geometry.

The A-model in LG mirror symmetry is a family of Frobenius algebras constructed from

a quasihomogeneous (weighted) polynomial W and a group G of diagonal symmetries of W .

Using a corresponding polynomial W T and group GT , we can construct the B-model, which

is also a family of Frobenius algebras. The LG conjecture is that

HW,G
∼= QWT ,GT

where HW,G is the FJRW A-model and QWT ,GT is the B-model.

Verifying the LG conjecture is challenging because it requires the understanding of the

higher structures of the A and B-models. The levels of structure of these models can be

summarized as first graded vector space, second Frobenius algebra and third Frobenius

manifold, in order from lowest to highest. The Frobenius manifold structures are difficult

to compute and in some cases are still unknown. The LG conjecture has been verified in

various special cases, and at various levels in papers such as [Kra09] and [FJJS11].

The Group-Weights conjecture is a property of FJRW A-models that has long been

assumed to be true but never proved. It assumes that the FJRW A-model does not depend

on the choice of W , but only the weights of W and the given group.

Within the A-model it is known that both the Frobenius algebra and Frobenius manifold

structures are deformation invariant and the axiom of deformation invariance tells us that

the graded vector space structure, the weights of the polynomial and the symmetry group
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determine the entire FJRW A-model, so the Groups-Weights conjecture depends only on

showing that the graded vector space is determined by the group and weights alone.

Definition 1.1. A graded vector space M is a direct sum
∞⊕
i=0

Mi where each Mi is a finite-

dimensional vector space. Every element in Mi is defined to have degree i.

The Hilbert series is a tool used in understanding graded vector spaces. The Hilbert series

(and finite equivalent, the Poincaré polynomial) is a formal power series P (M) =
∞∑
i=0

ait
i

whose coefficients ai are the dimensions of the corresponding Mi.

The Milnor ring QW is a key building block in the FJRW A-model. In [Arn74], we find

a formula for the Poincaré polynomial of the Milnor ring QW . However, since the FJRW

A-model involves taking G-invariants of the Milnor ring, the usual formula for the Poincaré

polynomial does not apply to the FJRW construction.

In this thesis, we attempt to find a Poincaré polynomial that would help us also keep

track of the G-invariants, which was something that was not possible with the usual Poincaré

polynomial formula for the Milnor ring. Representation theory is very appropriate in this

setting to understand the group action on a vector space. We derive the formula for the

Poincaré polynomial of the Milnor ring in terms of representations. The Group-Weights

conjecture turns out to be a corollary of the formula for the Poincaré polynomial, since

the formula does not depend on the actual polynomial choice but on the weights of the

polynomial and choice of group.

2



Chapter 2. FJRW-Theory

The construction of the graded vector space structure in FJRW-theory requires a polynomial

and a symmetry group.

2.1 Admissible Polynomial

The polynomial that is used has two requirements, as stated in [FJR12]: The polynomial

has to be non-degenerate and quasihomogeneous.

Definition 2.1. A polynomial W is quasihomogeneous if there exists unique (up to scalar

multiples) rational numbers d, q1, q2, . . . , qn such thatW (λq1x1, . . . , λ
qnxn) = λdW (x1, . . . , xn)

for all λ ∈ C.

We will call d the total weight of the polynomial W and qi the weight of the variable xi.

Example 2.2. For example, let W = x2y + xy4. Since W (λqxx, λqyy) = λ2qx+qyx2y +

λqx+4qyxy4, we solve the equations

2qx + qy = d

qx + 4qy = d

and get qx = 3, qy = 1 and d = 7. So W has a total weight of 7. It is clear that the choice

of qx and qy is unique up to scalar multiples of (qx, qy, d).

Definition 2.3. A quasihomogeneous polynomial W is non-degenerate if W contains no

monomials of the form xixj where i 6= j, and the only critical point of W is at the origin,

and the degrees of W are uniquely determined up to scalar multiples.

The meaning of critical point in Definition 2.3 is the set of points where the partial

derivatives all equal zero.

The definition of W provides us with two related objects.

3



Definition 2.4. The Jabobian ideal J of W is the ideal generated by the partial derivatives

of W , i.e. J =

〈
∂W

∂x1
, . . . ,

∂W

∂xn

〉
.

Definition 2.5. The Milnor ring QW of W is the quotient ring QW = C[x1, . . . , xn]/J .

Theorem 2.6. If W is a non-degenerate quasihomogeneous polynomial, then QW is finite

dimensional [Arn74].

2.2 Admissible Group

Definition 2.7. Given a polynomial, W , we define the maximal group of diagonal symme-

tries as

Gmax
W = {(α1, . . . , αn) ⊂ (C×)n|W (α1x1, . . . , αnxn) = W (x1, . . . , xn)}

Since W is quasihomogeneous, W (λq1x1, . . . , λ
qnxn) = λdW (x1, . . . , xn), and hence the

element J =
(
e(2πiq1)/d, . . . , e(2πiqn)/d

)
is an element of Gmax

W .

Every group used in FJRW-theory is required to be a subgroup of Gmax
W containing 〈J〉.

We call such groups “admissible”.

2.3 Invertible Polynomials

A subclass of the admissible polynomials that we are interested in are invertible polynomials.

Definition 2.8. Let W be a non-degenerate quasihomogeneous polynomial with the same

number of variables and monomials. Then we call W invertible. This name arises from the

fact that if W =
n∑
i=1

ci

n∏
j=1

x
aij
j is non-degenerate, then W is invertible if the exponent matrix

A = (aij) is invertible.

In [KS92], it is shown that a non-degenerate invertible polynomial can be written as a

sum of invertible polynomials of the following three atomic types:
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• WFermat = xa where a is a positive integer and a ≥ 2.

• Wloop = xa11 x2 +xa22 x3 + . . .+x
an−1

n−1 xn +xann x1 where ai is a positive integer and ai ≥ 2.

• Wchain = xa11 x2 + xa22 x3 + . . .+ x
an−1

n−1 xn + xann where ai is a positive integer and ai ≥ 2.

For most of this thesis, it is not required that the polynomials be invertible. This defini-

tion is useful in discussing different examples, especially in Chapter 3.

2.3.1 Weights of invertible polynomials. Suppose we wanted to find the weights for

an invertible polynomial. We would need each monomial to have the same total weight, or

in other words,

A


q1
...

qn

 =


d

...

d


Since A is invertible, fixing d, there would be a unique solution for q1, . . . , qn, which is rational

since the entries of A are integers.

2.4 Construction of the A-model state space

We use the definition in [Kra09] for the state space of the A-Model.

Definition 2.9. Let G ≤ (C×)n and let G act on Cn by coordinate-wise multiplication. For

each h ∈ G, we define Fix(h) ≤ Cn to be the fixed locus of h.

Definition 2.10. Given a polynomial W and admissible group G, for h ∈ G, let xi1 , . . . , xiNh

be the coordinates of Cn that are fixed by h. Let ΩNh(Fix(h)) be the space of all top-

dimensional, holomorphic differential forms on the fixed locus Fix(h). We define

Hh := ΩNh(Fix(h))/(dW |Fixh ∧ ΩNh−1).

5



We call Hh the h-sector of W and define the A-model state space to be

HW,G :=
⊕
h∈G

(Hh)
G

where (·)G refers to all the G-invariants.

The above definition is key in proving the main result of this thesis. However, it is usually

easier to compute the FJRW state space using the following equivalent definition.

Theorem 2.11. Given a polynomial W and admissible group G,

ΩNh(Fix(h))/(dW |Fixh ∧ ΩNh−1) ∼= QW |Fixh · ω

where Fixh is the fixed locus of h, Nh is the dimension of Fixh and QW |Fixh is the Milnor

ring of W restricted to Fixh. Let ω = dxi1 ∧ dxi2 ∧ . . . ∧ dxiNh
where xi1 , . . . , xiNh

are the

coordinates of CN fixed by h [Wal80a][Wal80b].

Each pair (m,h) where h ∈ G and m ∈ (Hh)
G is called a basis element of HW,G and is

denoted by dm,hc.

Example 2.12. Let W = x3y + y5 and G =
〈(
e2πi

14
15 , e2πi

1
5

)〉
≤ C∗x × C∗y. Let g =(

e2πi
14
15 , e2πi

1
5

)
be the generator of G.

Since g5 =
(
e2πi

2
3 , 1
)

, we have Fix g5 = {0} × Cy. This gives us W |Fix g5 = y5 and so

Hg5 = QW |Fix g5 dy =
(
C[y]/〈5y4〉

)
dy= SpanC{dy, y dy, y2 dy, y3 dy}. This is true also for

g10.

The element g15 = 1 is the identity (1, 1) which has fixed locus Fix 1 = Cx × Cy. So

W |Fix 1 = x3y + y5 and H1 = QW dx ∧ dy. For all the other non-trivial group elements, for

example g, W |Fix g = 0 and so Hg = C = 〈1〉.

We can observe the action of G by looking at a basis of monomials. A basis for H1 =

QW dx∧ dy is {1 dx∧ dy, y dx∧ dy, x dx∧ dy, y2 dx∧ dy, xy dx∧ dy, x2 dx∧ dy, y3 dx∧ dy,

xy2 dx ∧ dy, y4 dx ∧ dy, xy3 dx ∧ dy, xy4 dx ∧ dy}. Taking the element g =
(
e2πi

14
15 , e2πi

1
5

)
,

6



we see for example:

gxy2 dx ∧ dy 7→ e2πi
14
15x

(
e2πi

1
5

)2
y2 e2πi

14
15dx ∧ e2πi

1
5dy

= e2πi
7
15xy2 dx ∧ dy

is not G-invariant. Checking each monomial, we see that (H1)
G = Span{x2 dx ∧ dy}.

In Tables 2.1, 2.2 and 2.3, we show the computation of three sectors in this example.

First we compute the monomial basis for the sectors 1, g5 and g. The right column shows

the action of g on this basis element. Since G is cyclic, if the monomial is invariant by the

action of g, then the monomial is invariant by the whole group G.

From Table 2.1, x2 dx ∧ dy is the only G-invariant monomial in H1. Table 2.2 tells us

that from the g5 sector, we get no G-invariants. Since Fix g5 = Fix g10, we also have no G-

invariants in the g10 sector. For g (and equivalently gk where k = 2, 3, 4, 6, 7, 8, 9, 11, 12, 13, 14),

we get the monomial 1 which is G-invariant.

Hence for this example, a basis for HW,G is

{dx2 dx ∧ dy, 1e, d1, ge, d1, g2e, d1, g3e, d1, g4e, d1, g6e, d1, g7e, d1, g8e, d1, g9e,

d1, g11e, d1, g12e, d1, g13e, d1, g14e}.

Definition 2.13. Let W be a quasihomogeneous polynomial with weights {qxi}. We define

the degree of any monomial to be the weighted sum of the corresponding qi’s.

Example 2.14. Let W = x2y+ xy4 and G =
〈(
e2πi

3
7 , e2πi

1
7

)〉
. Every non-trivial g ∈ G has

nonzero entries in both coordinates, and so for each g-sector, W |Fix g = 0 and the g-sector

Hg is C.

However g7 = 1 = (1, 1), so W |Fix g7 = W , and thus the Milnor ring is C[x, y]/〈2xy +

y4, x2 + 4xy3〉 = Span{1, y, y2, y3, x, xy, xy2, xy3}, so H1 = Span{1 dx∧ dy, y dx∧ dy, y2 dx∧

dy, y3 dx ∧ dy, x dx ∧ dy, xy dx ∧ dy, xy2 dx ∧ dy, xy3 dx ∧ dy}

7



H1 g-action

1 dx ∧ dy e2πi
2
15

y dx ∧ dy e2πi
5
15

x dx ∧ dy e2πi
1
15

y2 dx ∧ dy e2πi
8
15

xy dx ∧ dy e2πi
4
15

x2 dx ∧ dy 1 (g-invariant)

y3 dx ∧ dy e2πi
11
15

xy2 dx ∧ dy e2πi
7
15

y4 dx ∧ dy e2πi
14
15

xy3 dx ∧ dy e2πi
10
15

xy4 dx ∧ dy e2πi
13
15

Table 2.1: Monomial basis of H1 where W = x3y + y5 and 1 = (1, 1)

Hg5 g-action

1 dy e2πi
1
5

y dy e2πi
2
5

y2 dy e2πi
3
5

y3 dy e2πi
4
5

Table 2.2: Monomial basis of Hg5 where W = x3y + y5 and g5 = (e2πi
2
3 , 1)

Hg g-action

1 1

Table 2.3: Monomial basis of Hg where W = x3y + y5 and g = (e2πi
14
15 , e2πi

1
5 )

8



H1 Degree g-action

1 dx ∧ dy 0 e2πi
4
7

y dx ∧ dy 1 e2πi
5
7

y2 dx ∧ dy 2 e2πi
6
7

y3 dx ∧ dy 3 1

x dx ∧ dy 3 1

xy dx ∧ dy 4 e2πi
1
7

xy2 dx ∧ dy 5 e2πi
2
7

xy3 dx ∧ dy 6 e2πi
3
7

Table 2.4: Monomial basis of H1 of x2y + xy4 for 1 = (1, 1)

The definition of degree as given in Definition 2.13 is the focus of this paper, however, this

grading will not be preserved under the FJRW ring multiplication structure. The following

grading, known as W -degree, is the actual grading for FJRW state space.

Definition 2.15. Let h =
(
e2πiθ1 , . . . , e2πiθm

)
be a group element where 0 ≤ θi < 1. Then

for αh ∈ (Hh)
G, the W -degree of αh is degW (αh) := dim Fixh + 2

m∑
i=1

(
θi −

qi
d

)
, where the

qi’s are the quasihomogeneous weights of W .

Note that the W -degree of a given element is just determined by the weights qi/d and the

group element h. So to count the dimension of the space of elements of a given W -degree,

it suffices to count the dimension of the space (Hh)
G for each h ∈ G.

9



Basis Element W -Degree

⌈
1,
(
e2π

3
7 , e2π

1
7

)⌋
0

⌈
1,
(
e2π

2
7 , e2π

3
7

)⌋ 2

7⌈
1,
(
e2π

1
7 , e2π

5
7

)⌋ 4

7⌈
y3, (1, 1)

⌋ 6

7

dx, (1, 1)c 6

7⌈
1,
(
e2π

6
7 , e2π

2
7

)⌋ 8

7⌈
1,
(
e2π

5
7 , e2π

4
7

)⌋ 10

7⌈
1,
(
e2π

4
7 , e2π

6
7

)⌋ 12

7

Table 2.5: Basis for HW,G where W = x2y + xy4 and G = 〈e2πi
3
7 , e2πi

1
7 〉

2.5 Construction of the FJRW ring

From the state space, the ring structure of HW,G is determined by objects known as genus-

zero three-point correlators.

Definition 2.16. Given r, s ∈ HW,G, we define ring multiplication ? as r?s :=
∑
α,β

〈r, s, α〉0,3ηα,ββ,

where α, β are all possible elements in HW,G.

The three-point correlators, 〈r, s, α〉0,3 are not easy to compute and are usually computed

using a set of so-called axioms.

Deformation invariance is an axiom of FJRW A-models which allow us to prove the

Group-Weights conjecture without understanding the whole structure. Specifically, it says

that if G1 = G2 as subgroups of (C×)N and dimHW1,G1 = dimHW2,G2 , then the multiplicative

10



structures of two FJRW rings HW1,G1 and HW2,G2 will be the same

2.6 Construction of the B-model state space

The construction of the B-model state space is similar to the construction of the A-model.

However, the difference is that the admissible groups in the B-model construction do not

have to contain 〈J〉, but rather have to be subgroups of SLn(C).

Definition 2.17. Let W be a non-degenerate quasihomogeneous polynomial. Let G be a

symmetry group of W that contains SLn(C). For g ∈ G. Let Fix(g) = CNg with coordinates

xi1 , . . . , xiNg
where Ng = dim Fix(g) and let ωg = dxi1 , . . . , dxiNg

. We call Bg =
(
QW |Fix g

)
ωg

an uprojected sector and the B-model state space consists of G-invariants of these sectors:

BW,G =
⊕
g∈G

(Bg)G.

11



Chapter 3. Group-Weights Conjecture

The Group-Weights conjecture is motivated by the fact that constructing FJRW rings seems

to be independent of the choice of polynomial. The formula for the Poincaré polynomial

of the Milnor ring describes its graded vector space structure. This formula is independent

of the actual polynomial as it only uses the quasihomogeneous weights of the polynomial.

However, it is not obvious that G-invariance is independent of the polynomial since the

action of G is defined to act on individual variables.

Conjecture (Group-Weights). Let W1 and W2 be polynomials which have the same weights.

Suppose G ≤ Gmax
W1

and G ≤ Gmax
W2

. Then

HW1,G
∼= HW2,G

as Frobenius manifolds.

3.1 Common Subgroups

A first approach to proving the Group-Weights conjecture is to study common admissible

subgroups of polynomials with the same weights. If W1 and W2 are polynomials with the

same weights system, then 〈J〉 ≤ Gmax
W1

and 〈J〉 ≤ Gmax
W2

. Recall that an admissible group in

the FJRW-theory is one that contains 〈J〉. There are many examples of distinct polynomials

with the same weights where the only admissible subgroup for both polynomials is 〈J〉. In

fact, we can show that for two-variable invertible polynomials, 〈J〉 is the only admissible

subgroup in common for distinct polynomials.

3.1.1 Common Subgroups of Two Variable Invertible Polynomials. Recall from

Section 2.3, invertible quasihomogeneous polynomials are sums of polynomials of atomic

types. This means that given two invertible quasihomogeneous polynomials of degree two,

they would be: a sum of two Fermat type polynomials, a chain type polynomial or a loop

12



type polynomial.

Theorem 3.1. Let W1 and W2 be two-variable invertible polynomials. The only admissible

subgroup of Gmax
W1
∩Gmax

W2
is 〈J〉.

The proof follows from the following set of lemmas.

Lemma 3.2. If WFermat is a two variable polynomial which is the sum of two Fermat’s, i.e.

WFermat = xm + yn, then the weights of WFermat are qx = 1/m and qy = 1/n with d = 1.

Proof. Let WFermat = xm+yn, where m,n ≥ 2. We can solve for the weights of each variable

to get

qx =
1

m
, qy =

1

n
.

Lemma 3.3. If Wloop is a two-variable polynomial that is a loop, i.e. Wloop = xay + ybx,

then the weights of Wloop are qx =
b− 1

ab− 1
and qy =

a− 1

ab− 1
with d = 1.

Proof. Let Wloop be a two variable polynomial which is a loop. Then W = xay + ybx where

a, b ≥ 2. Solving for the weights of each variable, we get

aqx + qy = 1

qx + bqy = 1.

Solving this system of linear equations:

qx =
b− 1

ab− 1

qy =
a− 1

ab− 1
.

Lemma 3.4. If Wloop is a two-variable loop polynomial, i.e. Wloop = xay + ybx, then the

maximal symmetry group of Wloop is Gmax
Wloop

=

〈(
exp

(
−2πi

1

ab− 1

)
, exp

(
2πi

a

ab− 1

))〉
.

In particular, Gmax
Wloop

is cyclic of order ab− 1.

13



Proof. Let G =

〈(
exp

(
−2πi

1

ab− 1

)
, exp

(
2πi

a

ab− 1

))〉
. We see that G is a cyclic

group of order ab− 1 that fixes Wloop. Suppose there exists a
(
e2πiθ1 , e2πiθ2

)
∈ Gmax

Wloop
. Since

this element fixes the polynomial, we get

aθ1 + θ2 ∈ Z

θ1 + bθ2 ∈ Z.

Solving these, we get

(ab− 1)θ1 ∈ Z

(ab− 1)θ2 ∈ Z.

Hence both e2πiθ1 and e2πiθ2 are (ab − 1)th roots of unity. Let θ1 ≡
r

ab− 1
mod Z and

θ2 ≡
s

ab− 1
mod Z for r, s ∈ Z. Then

ar + s

ab− 1
≡ 0 mod Z

s

ab− 1
≡ −ar
ab− 1

mod Z.

Hence
(
e2πiθ1 , e2πiθ2

)
=

(
exp

(
−2πi

1

ab− 1

)
, exp

(
2πi

a

ab− 1

))−r
and Gmax

Wloop
≤ G.

Thus Gmax
Wloop

=

〈(
exp

(
−2πi

1

ab− 1

)
, exp

(
2πi

a

ab− 1

))〉
.

Lemma 3.5. If Wchain is a two-variable polynomial that is a forward chain, i.e Wchain =

xhy + yk, then the weights of Wchain are qx =
k − 1

hk
and qy =

1

k
with d = 1. Likewise, if

W ′
chain is a 2 variable polynomial that is a reverse chain, i.e W ′

chain = xh + ykx, then the

weights of W ′
chain are qx =

1

h
and qy =

h− 1

hk
with d = 1.

Proof. Let Wchain = xhy + yk be a two-variable polynomial which is a forward chain, where

14



h, k ≥ 2. Solving for the weights of each variable, we get

hqx + qy = 1

hqy = 1

qy =
1

h

qx =
h− 1

hk
.

The weights for the reverse chain follows from the above calculations.

Lemma 3.6. If Wchain is a two-variable chain polynomial, i.e. Wchain = xhy + yk, then the

maximal symmetry group of Wchain is Gmax
Wchain

=

〈(
exp

(
−2πi

1

hk

)
, exp

(
2πi

1

k

))〉
. In

particular, Gmax
Wchain

is cyclic of order hk.

Proof. Let G =

〈(
exp

(
−2πi

1

hk

)
, exp

(
2πi

1

k

))〉
. We see that G is a cyclic group of

order hk that fixes Wchain. Suppose there exists a
(
e2πiθ1 , e2πiθ2

)
∈ Gmax

Wchain
. Since this

element fixes the polynomial, we get

hθ1 + θ2 ∈ Z

kθ2 ∈ Z.

Solving for θ1, we get

hkθ1 ∈ Z.

Hence e2πiθ1 is a hkth root of unity and e2πiθ2 is a kth root of unity. Let θ1 ≡
r

hk
mod Z and

θ2 ≡
s

k
mod Z for r, s ∈ Z. Then

hr

hk
+
s

k
≡ 0 mod Z

s

k
≡ −r

k
mod Z.

Hence
(
e2πiθ1 , e2πiθ2

)
=

(
exp

(
−2πi

1

hk

)
, exp

(
2πi

1

k

))−r
and Gmax

Wchain
≤ G.
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Thus Gmax
Wchain

=

〈(
exp

(
−2πi

1

hk

)
, exp

(
2πi

1

k

))〉
.

Lemma 3.7. If W1 and W2 are two-variable polynomials with the same weights (qx, qy), and

W1 is the sum of two Fermat’s xm + yn and W2 is a loop xay + ybx, then m = n and a = b.

Also, m = n = a+ 1 = b+ 1.

Proof. If W2 had the same weights as W1, then

(
b− 1

ab− 1
,
a− 1

ab− 1

)
=

(
1

m
,

1

n

)
.

So we get that b− 1|ab− 1 and a− 1|ab− 1.

b− 1|ab− 1 =⇒ b− 1|ab− 1− (b− 1)

=⇒ b− 1|b(a− 1)

=⇒ b− 1|a− 1.

a− 1|ab− 1 =⇒ a− 1|ab− 1− (a− 1)

=⇒ a− 1|a(b− 1)

=⇒ a− 1|b− 1

=⇒ a− 1 = b− 1

=⇒ a = b.

And so (
b− 1

ab− 1
,
a− 1

ab− 1

)
=

(
a− 1

a2 − 1
,
a− 1

a2 − 1

)
=

(
1

a+ 1
,

1

a+ 1

)
.

Since W1 has the same weights vector as W2, m = n = a+ 1 = b+ 1.

Lemma 3.8. If W1 and W2 are two-variable polynomials with the same weights vector, and

W1 is the sum of two Fermat’s xm + yn and W2 is a loop xay+ ybx, then the only admissible

group in common is the group generated by J .
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Proof. By Lemma 3.7, we have weights x =
1

a+ 1
and qy =

1

a+ 1
. So Gmax

W1
is gen-

erated by

(
exp

(
2πi

1

a+ 1

)
, 1

)
and

(
1, exp

(
2πi

1

a+ 1

))
, while Gmax

W2
is generated by(

exp

(
2πi

a

a2 − 1

)
, exp

(
−2πi

1

a2 − 1

))
.

Each subgroup of Gmax
W2

is cyclic, and so if Gmax
W1

had a subgroup containing J in common

with Gmax
W2

, that subgroup would have to be cyclic. Any element of Gmax
W1

generates a subgroup

which has order at most a+ 1, so any subgroup containing J has to have order a+ 1 and so

would be 〈J〉.

Lemma 3.9. If W1 and W3 are two variable polynomials with the same weights vector, and

W1 is the sum of two Fermat’s xm + yn and W3 is a chain xhy + yk, then m = ck for some

constant ck and n = k.

Proof. If W3 had the same weights as W1, then

(
k − 1

hk
,

1

k

)
=

(
1

m
,

1

n

)

So we get that k − 1|hk. Since gcd(k − 1, k) = 1, k − 1|h, so let
h

k − 1
= c, then

(
k − 1

hk
,

1

k

)
=

(
1

ck
,

1

k

)

. So we see that m = ck and n = k.

Lemma 3.10. If W1 and W3 are two-variable polynomials with the same weights, and W1

is the sum of two Fermat’s xm + yn and W3 is a chain xhy + yk, then the only admissible

group in common is the group generated by J .

Proof. By Lemma 3.9, we have that the weights would be qx =
1

ck
and qy =

1

k
. The group

Gmax
W1

is generated by

(
exp

(
2πi

1

ck

)
, 1

)
and

(
1, exp

(
2πi

1

k

))
, while the group Gmax

W3
is

generated by

(
− exp

(
2πi

1

hk

)
, exp

(
2πi

1

k

))
.
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Each subgroup of Gmax
W3

is cyclic, and so if Gmax
W1

had a subgroup containing J in common

with Gmax
W3

, that subgroup would have to be cyclic. Any element of Gmax
W1

generates a subgroup

which has order at most ck, so any subgroup containing J has to have order ck and so would

be 〈J〉.

Lemma 3.11. If W2 and W3 are two-variable polynomials with the same weights, and W2

is a loop (xay+ ybx) and W3 is a chain xhy+ yk, then a = h and qx = δ/k and qy = 1/k for

some constant δ.

Proof. If W3 had the same weights as W2, then

(
b− 1

ab− 1
,
a− 1

ab− 1

)
=

(
k − 1

hk
,

1

k

)
. Solving

the right coordinates:

a− 1

ab− 1
=

1

k
ab− 1

a− 1
= k. (3.1.1.1)

Since
k − 1

hk
=

b− 1

ab− 1
, substituting (3.1.1.1), we get

ab−1
a−1 − 1

h
(
ab−1
a−1

) =
b− 1

ab− 1

ab− 1− a+ 1

h(ab− 1)
=

b− 1

ab− 1

a(b− 1)

h(ab− 1)
=

b− 1

ab− 1
a

h
= 1. (3.1.1.2)

So (3.1.1.2) tells us that a = h and that we get that the weights would be

(
b− 1

hb− 1
,
h− 1

hb− 1

)
=(

k − 1

hk
,

1

k

)
. Since

h− 1

hb− 1
=

1

k
,

hb− 1 = kh− k

kh− hb = k − 1

h(k − b) = k − 1. (3.1.1.3)
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So (3.1.1.3) tells us that h|k − 1, in fact
k − 1

h
= k − b, so the constant δ is k − b. So the

weights are qx =
δ

k
and qy =

1

k
.

Lemma 3.12. If W2 and W3 are two-variable polynomials with the same weights, and W2

is a loop xay + ybx and W3 is a chain xhy + yk, then the only admissible group in common

is the group generated by J .

Proof. By Lemma 3.11, we have that the weights qx =
δ

k
and qy =

1

k
. The group Gmax

W2
is

generated by

(
exp

(
2πi

b

hb− 1

)
, exp

(
−2πi

1

hb− 1

))
, while the group Gmax

W3
is generated

by

(
exp

(
−2πi

1

hk

)
, exp

(
2πi

1

k

))
.

All subgroups of Gmax
W2

and Gmax
W3

are cyclic. We know from Equation (3.1.1.1) that

k|hb − 1, and gcd(hb − 1, h) = 1, so gcd(hb − 1, hk) = k. So the only subgroups that Gmax
W2

and Gmax
W3

have in common is of order k. If it is cyclic, and contains J , it has to be 〈J〉.

The preceding set of lemmas, together, prove Theorem 3.1.

Theorem 3.13. If W1 and W2 have the same weights vector, then HW1,〈J〉
∼= HW2,〈J〉 as

graded vector spaces.

This theorem was proved in [Fra12]. Given two polynomials with the same weights,

the number of basis elements in the g-sector is determined by the weights. The Poincaré

polynomial tells us how many monomials of the same weights there are. Hence they have to

be isomorphic.

In more than two variables it is easy to find examples where the only common subgroup

is 〈J〉.

Example 3.14. W1 = x13y + xy5 + z4 + w2 and W2 = x16 + y4z + z2w + w2.

• J =
(
e2πi

1
16 , e2πi

3
16 , e2πi

1
4 , e2πi

1
2

)
• Common subgroup 〈J〉.
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Even though it was conjectured earlier on that the only common subgroup between the

symmetry groups of distinct polynomials is 〈J〉, I found examples in three or more variables

that proved otherwise.

Example 3.15. W1 = x7y + xy7 + z4 + w2 and W2 = x7y + y8 + z2w + w2.

• J =
(
e2πi

1
8 , e2πi

1
8 , e2πi

1
4 , e2πi

1
2

)
• Common subgroup

〈(
e2π

1
8 , e2π

1
8 , 0, 0

)
,
(

0, 0, e2π
1
4 , e2π

1
2

)〉
In this example, we see that both W1 and W2 are sums of invertible polynomials in

terms of x, y and z, w. So the common subgroup is not just 〈J〉 but a direct product of the

respective J ’s of each invertible polynomial component.

Example 3.16. XT
9 = x3 + xy2 + yz2 and JT10 = x3 + y3 + yz2.

• J =
(
e2πi

1
3 , e2πi

1
3 , e2πi

1
3

)
.

• Common subgroup
〈(
e2π

2
3 , e2π

2
3 , e2π

1
6

)〉
Here XT

9 is a chain type polynomial that is reversed while JT10 is the sum of a chain type

polynomial and a Fermat. The start of both chains is the common yz2 term. This allows for

the common subgroup to be slightly larger than J .

Example 3.17. Chain type polynomials can be extended to arbitrary length to produce

more examples of non-〈J〉 common subgroups.

W1 = x3y + y3z + z4 + w4 and W2 = x3y + y3z + z3w + w4.

• J =
(
e2πi

1
4 , e2πi

1
4 , e2πi

1
4 , e2πi

1
4

)
• Common subgroup

〈(
e2π

1
36 , e2π

11
12 , e2π

1
4 , e2π

1
4

)〉
W1 = x31x2 + x32x3 + x33x4 + x34x5 + x45 and W2 = x31x2 + x32x3 + x43 + x44 + x45.

• J =
(
e2πi

1
4 , e2πi

1
4 , e2πi

1
4 , e2πi

1
4 , e2πi

1
4

)
• Common subgroup

〈(
e2π

1
36 , e2π

11
12 , e2π

1
4 , e2π

1
4 , e2π

1
4

)〉
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3.2 FJRW Ring Multiplication and Deformation Invariance

Even for polynomials W1 and W2 where the common subgroup of Gmax
W1

and Gmax
W2

is known,

finding an isomorphism between their respective FJRW rings is difficult. Recall from Section

2.5 that multiplication in FJRW rings require the hard task of finding so-called three-point

correlators. We will not give details about theses correlators here, but we describe several

examples with their multiplicative structures.

Example 3.18. Let V = x9 + y3 and let W = x6y + y3. Then both V and W a non-

degenerate polynomials with quasihomogeneous weights qx = 1 and qy = 3. Let G be the

group G = 〈J〉 = 〈e2πi
1
9 , e2πi

1
3 〉.

Name Basis Element W -Degree

v1

⌈
1,
(
e2π

1
9 , e2π

1
3

)⌋
0

v2

⌈
1,
(
e2π

4
9 , e2π

1
3

)⌋
2/3

v3

⌈
1,
(
e2π

2
9 , e2π

2
3

)⌋
8/9

v4
⌈
x2y, (1, 1)

⌋
10/9

v5
⌈
x5, (1, 1)

⌋
10/9

v6

⌈
1,
(
e2π

7
9 , e2π

1
3

)⌋
4/3

v7

⌈
1,
(
e2π

5
9 , e2π

2
3

)⌋
14/9

v8

⌈
1,
(
e2π

8
9 , e2π

2
3

)⌋
20/9

Table 3.1: Basis for HV,G where HV,G where V = x9 + y3 and G = 〈e2πi
1
9 , e2πi

1
3 〉
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Name Basis Element W -Degree

w1

⌈
1,
(
e2π

1
9 , e2π

1
3

)⌋
0

w2

⌈
1,
(
e2π

4
9 , e2π

1
3

)⌋
2/3

w3

⌈
1,
(
e2π

2
9 , e2π

2
3

)⌋
8/9

w4

⌈
x2y, (1, 1)

⌋
10/9

w5

⌈
x5, (1, 1)

⌋
10/9

w6

⌈
1,
(
e2π

7
9 , e2π

1
3

)⌋
4/3

w7

⌈
1,
(
e2π

5
9 , e2π

2
3

)⌋
14/9

w8

⌈
1,
(
e2π

8
9 , e2π

2
3

)⌋
20/9

Table 3.2: Basis for HW,G where HW,G where W = x6y + y3 and G = 〈e2πi
1
9 , e2πi

1
3 〉

· v1 v2 v3 v4 v5 v6 v7 v8

W -Degree 0 2/3 8/9 10/9 10/9 4/3 14/9 20/9

v1 v1 v2 v3 v4 v5 v6 v7 v8

v2 v2 v6 v7 0 0 0 v8 0

v3 v3 v7 0 0 0 v8 0 0

v4 v4 0 0 0
1

27
v8 0 0 0

v5 v5 0 0
1

27
v8 0 0 0 0

v6 v6 0 v8 0 0 0 0 0

v7 v7 v8 0 0 0 0 0 0

v8 v8 0 0 0 0 0 0 0

Table 3.3: Multiplication Table for HV,G where V = x9 + y3 and G = 〈e2πi
1
9 , e2πi

1
3 〉
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· w1 w2 w3 w4 w5 w6 w7 w8

W -Degree 0 2/3 8/9 10/9 10/9 4/3 14/9 20/9

w1 w1 w2 w3 w4 w5 w6 w7 w8

w2 w2 w6 w7 0 0 0 w8 0

w3 w3 w7 0 0 0 w8 0 0

w4 w4 0 0
1

18
w8 0 0 0 0

w5 w5 0 0 0 −1

6
w8 0 0 0

w6 w6 0 w8 0 0 0 0 0

w7 w7 w8 0 0 0 0 0 0

w8 w8 0 0 0 0 0 0 0

Table 3.4: Multiplication Table for HW,G where W = x6y + y3 and G = 〈e2πi
1
9 , e2πi

1
3 〉

In this example, we see that for the state space of both HV,G and HW,G are of the same

dimension in each degree. Comparing their multiplication tables, there is an obvious map

between most of the elements in the ring. However, the problem arises for the elements with

W -degree
10

9
.

· v4 v5

v4 0
1

27
v8

v5
1

27
v8 0

Table 3.5: Multiplication Table for HV,G for elements of W -degree
10

9
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· w4 w5

w4
1

18
w8 0

w5 0 -
1

6
w8

Table 3.6: Multiplication Table for HW,G for elements of W -degree
10

9

An isomorphism of these spaces as Frobenius algebras will have to send v4 and v5 each

to some linear combination of w4 and w5.

With more variables and higher degree polynomials, the examples become increasingly

more complicated.

3.2.1 Deformation Invariance. One of the properties of the FJRW rings is deformation

invariance. Deformation invariance tells us that the Frobenius manifold structure of the

FJRW-theory (otherwise known as virtual cycle) is dependent only on the associated state

space. In other words, if HW1,G1
∼= HW2,G2 as graded vector spaces, then HW1,G1

∼= HW2,G2

in the FJRW-theory. This allows us to avoid actually having to find a ring isomorphism.

In Chapter 6, I will prove the conjecture by proving that the graded vector space of a

FJRW ring is defined only by the weights of W and the symmetry group G. This will be a

corollary of the computation of the Poincaré polynomial for HW,G.
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Chapter 4. Representation Theory

4.1 Representations

A group representation is a way of visualizing a group G as a group of linear transformation

of n-dimensional vector space. For the purposes of this thesis, we shall only consider C-vector

spaces.

Definition 4.1. A representation of G over C is a homomorphism ρ from G to GL(n,C),

for some n. We call n the degree of the representation ρ.

Another way of understanding representations is to think of CG-modules, which are

vector spaces that have a G action on them.

Definition 4.2. Let V be a vector space over C and let G be a group. V is a CG-module if

the action gv for v ∈ V and g ∈ G satisfies the following conditions for all u, v ∈ V , λ ∈ C

and g, h ∈ G.

(i) gv ∈ V ;

(ii) (gh)v = g(hv);

(iii) 1v = v;

(iv) λ(gv) = g(λv);

(v) g(u+ v) = gu+ gv.

Definition 4.3. A CG-submodule of V is a vector subspace of V which is a CG-module.

Example 4.4. Consider the cyclic group C3 = 〈1, g, g2〉 [JL01].

Let V = SpanC{v1, v2}, where g acts by ρ(g) =

[
e2πi/3 0

0 e4πi/3

]
and g2 acts by ρ(g2) =

ρ(g)2 =

[
e4πi/3 0

0 e2πi/3

]
. Then V is a CC3-module.

Since gv1 = e2πi
1
3v1 and gv2 = e2πi

2
3v2, and g2v1 = e2πi

2
3v1 and g2v2 = e2πi

1
3v2, we get two

CC3-submodules of V by Definition 4.3, namely V1 = SpanC{v1} and V2 = SpanC{v2}.
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Now we consider the group ring CC3 = SpanC{1, g, g2}. The group ring is also a CC3-

module. From the group ring, we get a corresponding representation ρ. Since g · 1 = g,

g · g = g2 and g · g2 = 1, we get that ρ(g) =

[
0 1 0
0 0 1
1 0 0

]
.

The group ring CC3 has three CC3-submodules:

U0 = SpanC{1 + g + g2},

U1 = SpanC{1 + e2πi
2
3 g + e2πi

1
3 g2} and

U2 = SpanC{1 + e2πi
1
3 g + e2πi

2
3 g2}. If we take the element 1 + e2πi

2
3 g + e2πi

1
3 g2 ∈ U1 and

act on it by g, we get g+ e2πi
2
3 g2 + e2πi

1
3 = e2πi

1
3 (1 + e2πi

2
3 g+ e2πi

1
3 g2). Hence we see that U1

is isomorphic to V1 in the earlier example.

Definition 4.5. A representation is irreducible if the corresponding CG-module has no

proper non-trivial CG-submodules.

The following are three classical theorems in representation theory.

Theorem 4.6. Every irreducible CG-module is isomorphic to a CG-submodule of the group

ring CG.

Theorem 4.7. Let G be an abelian group. Every irreducible CG-module is one dimensional.

This property is useful for us since Gmax
W is abelian.

Definition 4.8. Let ρ be a representation of G. The character of ρ is a function χ : G→ C,

where χ(g) = tr ρ(g) for each g ∈ G.

Theorem 4.9. Let ρ be a representation of G. The dimension of the CG-module corre-

sponding to ρ is tr ρ(1G) = χ(1G).
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4.2 Representation Ring

Definition 4.10. Given representations ρ1 : G → GL(V1) and ρ2 : G → GL(V2) of G, we

define ρ1 + ρ2 and ρ1 × ρ2 to be homomorphisms

ρ1 + ρ2 : G→ GL(V1 ⊕ V2)

ρ1 × ρ2 : G→ GL(V1 ⊗ V2)

where (ρ1 + ρ2)(g) = ρ1(g)⊕ ρ2(g) and (ρ1 × ρ2)(g) = ρ1(g)⊗ ρ2(g)

Definition 4.11. The representation ring R(G) is the ring generated by all representations

of G over C using the operations defined in Definition 4.10 and a formal additive inverse

defined in the obvious way.

By Theorem 4.6, R(G) is generated by all irreducible representations of G.

Example 4.12. Once again, we let G = C3. Let V1 and V2 be the CC3-submodules of V as

in Example 4.3. Let ρ1 and ρ2 be representations corresponding to V1 and V2 respectively.

ρ1(g) =
[
e2πi

1
3

]
and ρ2(g) =

[
e2πi

2
3

]
. So ρ1 + ρ2(g) =

[
e2πi

1
3 0

0 e2πi
2
3

]
.

ρ1 × ρ2(g)(v1 ⊗ v2) = e2πi
1
3v1 ⊗ e2πi

2
3v2 = v1 ⊗ v2. So ρ1 × ρ2 is the trivial representation

1R(C3).

The representation ring R(C3) is the formal ring generated by 1, ρ1, ρ2. Since ρ2 = ρ21, we

get that R(C3) is generated as a ring by ρ1 and satisfies ρ31 = 1. Hence R(C3) is isomorphic

to the group ring ZC3.
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Chapter 5. Poincaré Polynomial

Recall from the Introduction the following definition and theorem.

Definition 5.1. The Hilbert series of a graded vector space M is a formal power series

P (M) =
∞∑
i=0

ait
i,

where ai is the dimension of Mi.

When P (M) is finite, we call P (M) the Poincaré polynomial.

Theorem 5.2. Let W be a quasihomogeneous polynomial with weights d, q1, q2, . . . , qn. The

Hilbert series of the Milnor ring QW is

P (QW ) =
n∏
i=1

1− td−qi
1− tqi

.

Note that according to Theorem 2.6, P (QW ) is a polynomial when W is non-degenerate.

We will prove a more refined version of Theorem 5.2 in Chapter 6.

Since the Poincaré polynomial tells us the dimension of each subspace of a certain degree,

if we let t = 1, we would get the dimension of the entire space.

Theorem 5.3. The dimension of QW is µ =
n∏
i=1

(
d

qi
− 1

)
.

Proof. For each term in the product of P (QW ), we get that 1 is a root of both the numerator

and the denominator.

1− td−qi
1− tqi

=
����(1− t)(1 + t+ t2 + . . .+ td−qi−1)

����(1− t)(1 + t+ t2 + . . .+ tqi−1)

=
(1 + t+ t2 + . . .+ td−qi−1)

(1 + t+ t2 + . . .+ tqi−1)

letting t = 1,

=
d− qi
qi

=
d

qi
− 1.

28



5.1 Representation-Valued Poincaré Polynomial

Definition 5.4. Let M =
∞⊕
i=0

Mi be a graded C vector space. Let G be a group which acts

on M such that M is a CG-module and each Mi is a CG-submodule with corresponding

representation ρi (where ρi is not necessarily irreducible). We define the representation-

valued Hilbert series of M to be

P (M,R(G) =
∞∑
i=1

ρit
i

where R(G) is the representation ring of G.

Note that by taking the trace (character) of this expression at 1 ∈ G, we get the usual

Hilbert series.

This definition relies on the group G preserving the grading of M , i.e. gmi ∈ Mi for all

mi ∈ Mi and g ∈ G. The action of the admissible groups on our state space multiplies a

basis element by a complex root of unity as shown in Example 2.12 and thus preserves the

grading. Hence, we can define the Hilbert series with representation for a FJRW state space.

In fact, since the FJRW state space is finite dimensional, we can call it a representation-valued

Poincaré polynomial.

5.2 Poincaré Polynomial on Exact Sequences

Definition 5.5. Let K be a sequence of vector spaces and linear transformations:

0
d0 // N1

d1 // N2
d2 // . . . // Nn−1

dn−1 // Nn
dn // . . .

the sequence is exact at Ni if ker di = Im di−1 and K is exact if it is exact at all Ni.

Definition 5.6. Let d : M → N be a linear transformation where M and N are graded

vector spaces. We say that d has degree b if d(mi) has degree i + b in N for every mi of

degree i in M .
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If b = 0, we say that d is degree-preserving.

Proposition 5.7. Let K be an exact sequence of vector spaces:

0
d0 // N1

d1 // N2
d2 // . . . // Nn−1

dn−1 // Nn
dn // 0

where each di has degree bi, then
n∑
i=1

(−1)itβiP (Ni) = 0 where βi =
n−1∑
j=i

bj.

Proof. For each vector space Ni, we have Ni
∼= ker di ⊕ Im di. Suppose n is odd, then

N1 ⊕N3 ⊕ . . .⊕Nn

∼= ker d1 ⊕ Im d1 ⊕ ker d3 ⊕ Im d3 ⊕ ker d5 ⊕ . . .⊕ Im dn−2 ⊕ ker dn ⊕ Im dn

∼= Im d1 ⊕ ker d3 ⊕ Im d3 ⊕ ker d5 ⊕ . . .⊕ Im dn−2 ⊕ ker dn,

since ker d1 = Im d0 = 0 and Im dn = 0

∼= ker d2 ⊕ Im d2 ⊕ ker d4 ⊕ Im d4 ⊕ . . .⊕ ker dn−1 ⊕ Im dn−1,

by the condition of exactness in Definition 5.5

∼= N2 ⊕N4 ⊕ · · · ⊕Nn−1.

Similarly, if n is even, then

N1 ⊕N3 ⊕ . . .⊕Nn−1

∼= ker d1 ⊕ Im d1 ⊕ ker d3 ⊕ Im d3 ⊕ ker d5 ⊕ . . .⊕ Im dn−3 ⊕ ker dn−1 ⊕ Im dn−1

∼= Im d1 ⊕ ker d3 ⊕ Im d3 ⊕ ker d5 ⊕ . . .⊕ Im dn−3 ⊕ ker dn−1 ⊕ Im dn−1,

since ker d1 = Im d0 = 0

∼= ker d2 ⊕ Im d2 ⊕ ker d4 ⊕ Im d4 ⊕ . . .⊕ ker dn−2 ⊕ Im dn−2 ⊕ ker dn ⊕ Im dn,

by the condition of exactness in Definition 5.5 and since Im dn = 0

∼= N2 ⊕N4 ⊕ · · · ⊕Nn.
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We now use the following diagram to illustrate the logic for the rest of the proof.

ker dn−2 Im dn−2 ker dn

. . . Im dn−3 ker dn−1 Im dn−1

We start from ker dn = Nn. From here, we know that P (Nn) = P (ker dn). Using Nn−1 =

ker dn−1 ⊕ d−1n−1(Im dn−1), we get P (Nn−1) = P (ker dn−1) + P (d−1n−1(Im dn−1)). To match the

terms from Nn−1 with the terms from Nn, we multiply by tbn−1 and get tbn−1P (Nn−1) =

tbn−1P (ker dn−1) + tbn−1P (d−1n−1(Im dn−1)) = tbn−1P (ker dn−1) + P (Im dn−1).

Next, from P (Nn−2) = P (ker dn−2) +P (d−1n−2(Im dn−2)), in order to match it with P (Nn),

we multiply by tbn−2tbn−1 since tbn−2tbn−1P (d−1n−2(Im dn−2)) = tbn−1P (Im dn−2) = tbn−1P (ker dn−1).

So in order to match all of the terms, we have to multiply each P (Ni) by tβi where βi is

the sum of all the degrees of di proceeding Ni up to dn−1.

Corollary 5.8. Let K be an exact sequence of graded vector spaces:

0
d0 // N1

d1 // N2
d2 // . . . // Nn−1

dn−1 // Nn
dn // 0

where each di is a degree-preserving map, then
n∑
i=1

(−1)iP (Ni) = 0.

Definition 5.9. Let g have an action on sets M and N . We say that the map ϕ : M → N

is equivariant if for m ∈M , gϕ(m) = ϕ(gm).

Proposition 5.10. Let K be an exact sequence of graded vector spaces, with G acting on

each Ni in a way that is degree-preserving:

0
d0 // N1

d1 // N2
d2 // . . . // Nn−1

dn−1 // Nn
dn // 0 .

If each di has degree bi and is equivariant, then
n∑
i=1

(−1)itβiP (Ni, R(G)) = 0 where βi =
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n−1∑
j=i

bj.

Proof. We follow from the proof of Proposition 5.7.

ker dn−2 Im dn−2 ker dn

. . . Im dn−3 ker dn−1 Im dn−1

Once again we start from ker dn = Nn. Since Nn−1 = ker dn−1 ⊕ d−1n−1(Im dn−1) and dn−1

is equivariant, both ker dn−1 and d−1n−1(Im dn−1) are CG-submodules of Nn−1. The repre-

sentation of d−1n−1(Im dn−1) is also the same as the representation of ker dn. Once again, in

order to match the terms from Nn−1 with the terms from Nn, we multiply by tbn−1 and get

tbn−1P (Nn−1, RG(C)) = tbn−1P (ker dn−1)+t
bn−1P (d−1n−1(Im dn−1), , RG(C)) = tbn−1P (ker dn−1)+

P (Im dn−1, RG(C)).

Just as in the proof of Proposition 5.7, we continue matching terms, and since at each

stage, the map di is equivariant, the representations all remain the same.
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Chapter 6. Koszul Complex

A useful tool in computing the Hilbert series of the FJRW state space is the Koszul complex.

We use the fact that the partial derivatives of a non-degenerate polynomial forms a regular

sequence. From this regular sequence, the Koszul complex gives us a long exact sequence

where the final term in the sequence is the Milnor Ring.

6.1 Regular Sequence

Definition 6.1. Let R be a ring and let M be an R-module. A sequence of elements

r1, . . . , rn ∈ R is called a regular sequence on M if (r1, . . . , rn)M 6= M , and for i = 1, . . . , n,

ri is a nonzerodivisor of M/(r1, . . . , ri−1)M .

Using the method given in [Stu93], we introduce the following terminology.

Definition 6.2. Let R be an associative and commutative graded k-algebra, where k is a

field. A sequence of elements r1, . . . , rn ∈ R is called a homogeneous system of parameters

(h.s.o.p.) of R if R/〈r1, . . . , rn〉 is a finite dimensional k-vector space.

Theorem 6.3. Let R be a Noetherian graded k-algebra. If R has a h.s.o.p. that is a regular

sequence, then any h.s.o.p. in R is a regular sequence.

The proof of this theorem can be found in [Stu93] and [Sta79], and is further explained

in [Pic06].

Proposition 6.4. Let W be a nondegenerate polynomial in C[x1, . . . , xn]. Then the set of

partial derivatives {Wxi} is a regular sequence on C[x1, . . . , xn].

Proof. x1, . . . , xn is a h.s.o.p. and is also a regular sequence. Recall from Theorem 2.6 that

the nondegeneracy of W tells us that C[x1, . . . , xn]/〈Wx1 , . . . ,Wxn〉 is a finite dimensional

C vector space and thus Wx1 , . . . ,Wxn is a h.s.o.p. Since C[x1, . . . , xn] is Noetherian, by

Theorem 6.3, Wx1 , . . . ,Wxn is a regular sequence.
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6.2 Koszul Complex

The Koszul complex that we are going to define is a sequence of graded vector spaces and

this section gives us some definitions to help us understand its construction and properties.

Definition 6.5. Let R be a commutative ring with unity. A sequence K of R-modules:

0
d0 // N0

d1 // N1
d2 // . . . // Nn−1

dn // Nn
dn+1 // . . .

where each di is a module homomorphism and dn+1 ◦ dn = 0 for all n is called a complex.

The nth cohomology group is defined to be

Hn(K) = ker dn+1/ Im dn.

To illustrate how the Koszul complex is constructed, we start with the Koszul complex

in 1 and 2 variables. We denote the Koszul complex in one variable as K(Wx dx) and it is

the sequence below:

0 // R
rx // Rdx // 0,

where rx(f) = f ∧Wx dx for f ∈ R = C[x].

Certainly rx is injective since Wx is a nonzerodivisor (i.e. H0(K(Wxdx)) = 0). Now

we compute H1(K(Wx dx)) = Rdx/WxRdx = R/(Wx) dx. The Koszul complex can be

extended to an exact sequence

0 // R
rx // Rdx // R/(Wx) dx // 0

Now let R = C[x, y]. The Koszul complex in 2 variables K(Wx dx,Wy dy) is motivated
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by the following complex

0 // R
rx //

ry

!!

Rdx //

ry

&&

0

0 // Rdy
−rx // Rdx ∧ dy // 0

where rx(f) = f ∧Wx dx and ry(f) = f ∧Wy dy.

K(Wx dx,Wy dy) is the following complex

0 // R
s1 // Rdx⊕Rdy s2 // Rdx ∧ dy // 0

where both s1, s2 are given by r 7→ r ∧ dW . That is

s1(r) = r ∧ dW

= r ∧ (Wx dx⊕Wy dy)

= (r ∧Wx dx, r ∧Wy dy)

And,

s2(a dx, b dy) = a dx ∧ (Wx dx+Wy dy) + a dy ∧ (Wx dx+Wy dy)

= aWy dx ∧ dy + bWx dx ∧ .

H0(K) = 0 since Wx and Wy are both nonzerodivisors making s1 injective. The first

cohomology group is ker s2/ Im s1 = ker ry/ Im rx ⊕ ker rx/ Im ry. From Proposition 6.4, we

recall that the partial derivatives of the nondegenerate polynomial form a regular sequence

which means that Wy is a nonzerodivisor in R/(Wx), so ker ry/ Im rx = 0. Likewise with

ker rx/ Im ry. Hence H1(K) = 0. The image of the map s2 is going to be sums of multiples

of Wx and Wy which is the ideal generated by (Wx,Wy) in R. Hence the second cohomology

is going to R/(Wx,Wy) dx ∧ dy. Once again we can extende K(Wx dx,Wy dy) to the exact
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sequence

0 // R
s1 // Rdx⊕Rdy s2 // Rdx ∧ dy // R/(Wx,Wy) dx ∧ dy // 0

To iterate the Koszul complex construction to more variables, we give a definition that

describes Rdx ∧ dy in terms of Rdx⊕Rdy.

Definition 6.6. Let R = C[x1, x2, . . . , xn]. Let N be the free module
n⊕
i=1

Rdxi. Then

the exterior algebra is defined as ∧N = R ⊕ N ⊕ (N ⊗ N) ⊕ . . . modulo the relations

dx⊗ dy = −dy ⊗ dx and dx⊗ dx = 0 for all dx.

Definition 6.7. We define the mth wedge product of N (denoted by ∧mN) to be the degree

m part of ∧N .

Note that ∧n+kN = 0 for k > 0, and ∧1N = N . Also, since ∧kN =
⊕

i1<i2<...<ik

Rdxi1 ∧

. . . ∧ dxik , it contains

(
n

k

)
copies of R.

So going back to K(Wx dx,Wy dy), we get that Rdx⊕ Rdy = N and Rdx ∧ dy = ∧2N

which gives

0 // R
s1 // N

s2 // ∧2N // 0

The Koszul complex in n variables is K(Wx1 dx1,Wx2 dx2, . . . ,Wxn dxn), and is denoted

as K(W ). It is the following sequence

0 // R
s1 // N

s2 // ∧2N s3 // . . . // ∧n−1N sn // ∧nN // 0

From [Eis95], we get that in the Koszul complex, Hj(K(W )) = 0 for j < n and

Hn(K(W )) = ∧nN/(Wx1 dx1, . . . ,Wxn dxn) = (R/(Wx1 , . . . ,Wxn)) dx1 ∧ . . . ∧ dxn and so

we get an exact sequence

0 // R
s1 // N

s2 // . . . // ∧n−1N sn // ∧nN // (R/(Wx1 , . . . ,Wxn)) dx1 ∧ . . . ∧ dxn // 0
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Remark. Here, it is useful to note that by definition, ∧kN = Ωk and so the nth cohomology

(which is the last term) is H1 as defined in Definition 2.10. To find Hh, for other h ∈ G, we

just need to replace W with W |Fixh and let n be the dimension of Fixh. For each admissible

group G we get a natural G action on each term of the Koszul complex that is given by

multiplication on each variable. Since dW = Wx1 dx1 +Wx2 dx2 + . . .+Wxn dxn, the action

of G on dW is trivial since G fixes the polynomial W . Hence the map dW is equivariant.

6.3 Poincaré Polynomial of (R/(Wx1
, . . . ,Wxn

)) dx1 ∧ . . . ∧ dxn

Here we apply the formula in Proposition 5.10.

6.3.1 2 Variables. We first look at the two-variable case and use the previous tools to

compute the representation-valued Poincaré polynomial of Ω2/(dW ∧ Ω1) in two variables.

0 // N0 = R
rx //

ry

&&

N1 = Rdx //

ry

((

0

0 // N ′1 = Rdy
−rx // N2 = Rdx ∧ dy // 0

where rx(f) = f ∧Wx dx and ry(f) = f ∧Wy dy.

We start from the final term N2. This is a single copy of R. We let qx, qy be the weights of

x and y and ρx, ρy be the representations of G on Span{x} and Span{y} respectively. If we

consider all possible monomials of in R, we get the Hilbert series (1+ρxt
qx +ρ2xt

2qx + . . .)(1+

ρyt
qy + ρ2yt

2qy + . . .) which can be simplified as a geometric series to
1

1− ρxtqx
1

1− ρytqy
. For

all the terms in N2, there is an extra G-action based on the dx∧dy, and so the Hilbert series

for N2 is
ρxρy

(1− ρxtqx)(1− ρytqy)
.

Looking to N1, we also have a single copy of R which gives us once again the denominator

of (1−ρxtqx)(1−ρytqy). All the terms in N1 have an extra G-action based on the dx and so the

numerator has a ρx factor. Also, the map from N1 to N2 is multiplication by Wy dy which has

degree d− qy since taking the derivative of W loses a single power of y. So the Hilbert series
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for N1 is
ρxt

d−qy

(1− ρxtqx)(1− ρytqy)
. Likewise, the Hilbert series for N ′1 is

ρyt
d−qx

(1− ρxtqx)(1− ρytqy)
.

Now for N0. There are no attached dxi’s, but now all the terms increase by the degree

of WxWy from N0 to N2. After accounting for that, we get that the Hilbert series for N0 is

td−qytd−qx

(1− ρxtqx)(1− ρytqy)
.

If we include H2(K(W )), we would get an exact sequence. Hence the Poincaré polynomial

for H2(K(W )) would be P (N2)− P (N1)− P (N ′1) + P (N0).

P (N2)− P (N1)− P (N ′1) + P (N0) =
ρxρy

(1− ρxtqx)(1− ρytqy)
− ρxt

d−qy

(1− ρxtqx)(1− ρytqy)

− ρyt
d−qx

(1− ρxtqx)(1− ρytqy)
+

td−qytd−qx

(1− ρxtqx)(1− ρytqy)

=
(ρx − td−qx)(ρy − td−qy)

(1− ρxtqx)(1− ρytqy)
.

This gives us an explicit formula for the representation-valued Poincaré polynomial in two

variables.

6.3.2 n Variables. We now compute the representation-valued Poincaré polynomial in

more variables. The term ∧iN contains

(
n

i

)
copies of R. For R itself, let qi be the weight

of xi and let ρi be the representation of the action of G on xi. Considering all possible

monomials in R, we get that the Hilbert series for R is (1 + ρ1t
q1 + ρ21t

2q1 + . . .)(1 + ρ2t
q2 +

ρ22t
2q2 + . . .) . . . (1 + ρnt

qn + ρ2nt
2qn + . . .). Since each factor is a geometric series, we can

express (1 + ρit
qi + ρ2i t

2qi + . . .) as
1

1− ρitqi
.

Every copy of R in ∧iN would have the same denominator in the Poincaré polynomial,

but the numerator would depend on the dxi’s. For Rdxm1 ∧ dxm2 ∧ . . . ∧ dxmi
, every term

would have an extra action of ρm1ρm2 . . . ρmi
due to the dxi’s. At the same time, if we

consider the degree of each term, based on the degree of the Koszul complex, we get that

every term has an extra degree of (d− qm′1) + (d− qm′2) + . . . + (d− qm′n−i
), where the m′’s

are correspond to the other variables that are not part of {xm1 , . . . , xmi
}.

∧nN has numerator ρ1ρ2 . . . ρn.
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∧n−1N has numerator
∑
i

ρ1ρ2 . . . ρi−1ρi+1 . . . ρnt
d−qi .

∧n−kN has numerator
∑

i1<i2<...<ik

ρi1 . . . ρikt
βi1,...,ik where βi1,...,ik =

∑
j /∈{i1,...,ik}

d− qj.

∧0N has numerator t
∑

i d−qi .

Taking P (∧nN) − P (∧n−1N) + . . . + (−1)nP (N) and simplifying it combinatorially, we

get the product of (ρ1 − td−q1) . . . (ρn − td−qn). Dividing by the denominator, we get

n∏
i=1

ρi − td−qi
1− ρitqi

.

Theorem 6.8. For any quasihomogeneous polynomial W and admissible group G. The

Poincaré polynomial for Hh is
m∏
i=1

ρi − td−qi
1− ρitqi

, where x1, . . . , xm are the variables in Fixh,

q1, . . . , qm are the corresponding weights of each variable and ρ1 . . . ρm are the representations

of the action of G on the span of each variable.

Based on this theorem, Theorem 5.2 becomes a direct corollary.

Corollary 6.9. Let W be a non-degenerate quasihomogeneous polynomial with weights d, q1, q2, . . . , qn.

Then the Poincaré polynomial of the Milnor ring QW without representation is

P (QW ) =
n∏
i=1

1− td−qi
1− tqi

.

Proof. Since we are going to lose all information regarding the group action, we can ignore

all dxi’s. The Milnor ring is isomorphic to Hh where h is the trivial group element and thus

we can use the representation of the trivial group, whose representation ring is isomorphic

to the complex numbers.
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Chapter 7. Conclusion

7.1 Group-Weights Conjecture

The proof of the Group-Weights Conjecture follows almost directly from the description of

the Poincaré polynomial in Theorem 6.8.

Corollary 7.1. Let W1 and W2 be polynomials which have the same weights. Suppose

G ≤ Gmax
W1

and G ≤ Gmax
W2

, then HW1,G
∼= HW2,G as graded vector spaces.

Proof. First, we recall that Definition 2.13 does not give us the graded vector space structure

of the FJRW-Ring. Rather, the grading of the FJRW ring is based on W -degree.

By definition, HW1,G = ⊕h∈G (Hh)
G and HW2,G = ⊕h∈G (H′h)

G
(note that H′h has a prime

symbol because Hh depends on the choice of polynomial). For each h ∈ G, every element in

Hh has the same degree, and so in order to prove isomorphism, all we have to show is that

for each h, dim (Hh)
G = dim (H′h)

G
.

The dimension of (Hh)
G is the dimension of the G-invariant representation of the Poincaré

polynomial for Hh. Since the formula for the Poincaré polynomial depends only upon the

weights and the group chosen, dim (Hh)
G = dim (H′h)

G
.

Recall from Section 2.5 that FJRW rings are deformation invariant which means that the

Frobenius manifold structure of the FJRW-theory is dependent only on the associated state

space. Hence by showing that HW1,G1
∼= HW2,G2 as graded vector spaces, we have shown

that HW1,G1
∼= HW2,G2 in the FJRW-theory.

Theorem (Group-Weights). Let W1 and W2 be polynomials which have the same weights.

Suppose G ≤ Gmax
W1

and G ≤ Gmax
W2

, then HW1,G
∼= HW2,G as FJRW A-models.

Note that this theorem is a corollary to Corollary 7.1.
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7.2 Using the Poincaré Polynomial

This section gives some insight as to the process of deriving the G-invariant portion of the

Poincaré polynomial in Corollary 6.9. Here we focus on the sector H1 of the state space.

7.2.1 W = xn. Let a Fermat atomic type polynomial be W = xn and with group 〈e2πi
1
n 〉.

We have that the weight of x is 1 and the total weight of W is n. So the Poincaré polynomial

of H1 is
ρ− tn−1

1− ρt
where ρ is the obvious representation on Span{x}. Note that ρn = 1.

The numerator factors: (1− ρt)(ρn−1tn−2 + ρn−2tn−3 + . . . + ρ2t + ρ). Hence we get the

Poincaré polynomial of the trivial sector as (ρn−1tn−2 + ρn−2tn−3 + . . .+ ρ2t+ ρ), which has

no G-invariant terms.

7.2.2 W = x2y+xy4. Let a loop type polynomial be W = x2y+xy4 with weights qx = 3

and qy = 1 as shown in Chapter 2. We let the group G = 〈e2πi
3
7 , e2πi

1
7 〉 ∼= C7.

If we let the action of G on the variable y be represented by ρ, where ρ7 = 1, then it

follows that the action of G on x can be represented by ρ3.

So the Poincaré polynomial of H1 is

ρ3 − t4

1− ρ3t3
ρ− t6

1− ρt
=

(1− ρt)(ρ6t3 + ρ5t2 + ρ4t+ ρ3)

1− ρ3t3
(1− ρ3t3)(ρ4t3 + ρ)

1− ρt
= (ρ6t3 + ρ5t2 + ρ4t+ ρ3)(t3 + ρ)

= ρ3t6 + ρ2t5 + ρt4 + 2t3 + ρ6t2 + ρ5t+ ρ4.

The term 2t3 is G-invariant and corresponds to the generators y3 dx ∧ dy and x dx ∧ dy ∈

(H1)
G, both of degree 3.

Now in general, we can find an expression for the Poincaré polynomial of a loop type

polynomial.

Suppose that x and y are variables of W . Let x and y have weights qx and qy respectively

and let W have total weight d.

The term xay is in the loop polynomial and so aqx + qy = d or aqx = d− qy.
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Two of the terms in the product of the Poincaré polynomial of W are
ρ− td−qx
1− ρtqx

and

ψ − td−qy
1− ψtqy

, where ρ and ψ are representations of x and y respectively.

We can show that 1− ρtqx divides ψ − td−qy by first substituting d− qy with aqx. Next,

we note that since G fixes xay, ρaψ = 1 and thus ψ = ρ−a.

ψ − td−qy = ρ−a − taqy

= (1− ρtqx)(ρ−1tqx(a−1) + ρ−2tqx(a−2) + . . .+ ρ−(a−1)tqx + ρ−a)

So if Wloop = xa11 x2 + xa22 x3 + . . .+ x
an−1

n−1 xn + xann x1, with representations ρ1, . . . , ρn, then

1− ρitqi divides ρi+1 − td−qi+1 and we get that the Poincaré polynomial of the trivial sector

of Wloop is
n∏
i=1

(
ai∑
j=1

ρ−ji tqi(ai−j)

)
.

7.3 Conclusion

At shown in Section 7.1, we have proved the Group-Weights conjecture. However, in the

process of proving this conjecture we also now have a Poincaré polynomial for Hh in terms

of representations. This formula also works for finding the state space of the B-model. The

argument for proving a similar Group-Weight conjecture for the B-model does not work

since deformation invariance does not exist in the B-model.

As illustrated in Section 7.2, finding the G-invariance of the Poincaré polynomial with

representation is not as easy as compared to the proof of Theorem 5.3 where we just let

t = 1 in order to find the general dimension of the Milnor ring. The hope is that studying

more examples will lead to a formula for the G-invariance of the Poincaré polynomial with

representation.
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