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ABSTRACT 
 

Equalization of Loudspeakers and Enclosed Sound Fields 

 
Xi Chen 

 
Department of Physics and Astronomy 

Doctor of Philosophy 
 

 
Equalization of loudspeakers and enclosed sound fields has been a topic of considerable 

interest for decades.  Confusion has often arisen among audio professionals regarding the 
feasibility of simultaneously equalizing a loudspeaker and the enclosed field (i.e., the “room”) it 

excites.  Because of frustrations encountered in such efforts, some have advocated abandoning 
simultaneous equalization altogether.  This dissertation discusses the drawbacks of this approach 
as well as traditional in situ equalization methods.  It demonstrates that many problems with 
traditional equalization stem from the use of measured acoustic pressure at a discrete point in a 
sound field as the system output.  The dissertation presents analytical models and experiments 
involving the equalization of loudspeakers and both one-dimensional and three-dimensional 
sound fields.  Equalization using total energy density at a point in either a one-dimensional or 
three-dimensional field produces better global equalization of the pressure field.  In the one-
dimensional case, it allows simultaneous correction of spectral loudspeaker and global sound-
field response anomalies in a nearly optimal sense.  
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Chapter 1 

 

Introduction 
 

1.1 Introduction 

The research presented in this dissertation focuses on a unique approach to sound system 

equalization in enclosed sound fields, based on the measurement and control of total energy 

density.  This new equalization scheme produces greater global equalization in defined listening 

areas, while significantly reducing the number of randomly sampled locations required for 

effective equalization filter design.  

Two main factors contribute to the undesired spectral coloration of a signal in sound 

reproduction: (1) the frequency response of the audio system and (2) the in-situ acoustical 

response of the listening environment [1].  The audio signal is first filtered by the frequency 

response of the audio system, which normally includes an amplifier and one or more 

loudspeakers.  The distorted signal radiates into a given listening environment with frequency-

dependent coloration depending upon the angular direction relative to a defined principal 

radiation axis.  Acoustic signals radiating inside a listening environment are also linearly 

distorted from frequency-dependent wall reflections, scattering, and interference.  These artifacts 

can be characterized by the pressure impulse response at a certain listening position.  The room 

impulse response is combined via convolution with the impulse response of the audio system to 

give the overall electroacoustic response of the sound reproduction system at this position.  The 

original audio signal is inherently convolved with the composite impulse response in the time 
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domain to result in the signal received at the receiver location.  The coloration produced by this 

impulse response is thus a function of both frequency and listening position. 

One approach to equalization is to try to design an exact inverse filter of the pressure 

impulse response to deconvolve the composite impulse response [1] and thus remove its 

colorations.  This filter is inserted between the source and the amplifier. The source signal is 

prefiltered by this equalization before being amplified and radiated from the loudspeakers into 

the listening environment. 

1.2  Background 

Audio professionals have long struggled to produce effective spectral equalization of 

loudspeakers in enclosed spaces.  The process is intended to correct or adjust the composite 

frequency response function (transfer function) between the defined electronic input to the sound 

system and its acoustic pressure output to make it spectrally uniform or otherwise similar to a 

desired frequency-dependent function.  (A variety of target “house curves” or other 

predetermined transfer function characteristics are possible.)  While corrections are usually made 

electronically, they may also be made acoustically or electroacoustically.  The latter are usually 

considered sound system or room “optimizations” that precede electronic equalization in the 

traditional sense.  Because a transfer function is a complex frequency-domain function, 

equalization may address magnitude response, phase response, or both.  It also affects the 

corresponding time response.  However, the acoustic pressure output of an audio system 

typically depends strongly on receiver location.  The transfer function and its equalization are 

then spatially dependent as well.   



3 

 

The spatial variation of an enclosed sound field imposes serious difficulties on the 

equalization process, leading many to conclude that loudspeakers cannot be equalized in rooms 

or that room filtering is uncorrectable, at least over extended listening areas.  In recent years, 

some have abandoned steady-state and in situ equalization altogether, favoring only direct-sound 

or free-field equalization of loudspeakers as the best practical approach to the problem.  

Unfortunately, these practices neglect room filtering as a key and inseparable part of audio 

transmission that invariably impacts listeners with distinct audio signal colorations.  A room is 

an integral part of the overall listening system that can produce dramatic spectral alterations to 

audio signals.  Thus, to suggest that only the spectral response of a loudspeaker may be equalized 

via external electronic filters, while the spectral response of a room cannot be equalized, is to 

introduce something of a contradiction.  To suggest that the spectral anomalies of a room can 

only be compensated through room-acoustics modifications is tantamount to suggesting that the 

spectral anomalies of a loudspeaker can only be compensated through internal physical 

loudspeaker modifications.  While such optimization of both rooms and loudspeakers is 

obviously very important, the role of external electronic equalization is still essential.   

Both the loudspeaker and the room are physical subsystems of the same audio 

transmission system.  The loudspeaker has both spectral and spatial (angular) response 

characteristics.  In free space, the on-axis frequency response will typically differ from an off-

axis frequency response.  The room likewise has spectral and spatial response characteristics.  

The frequency response at one point in a room will typically differ from the frequency response 

at another point.  To successfully compensate for their spectral anomalies, one must understand 

the physical characteristics of these systems.  In some cases, it is advantageous to separate the 

spectral and spatial effects.  Traditional equalization of sound systems produces prefiltering of 
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electronic excitation signals with the focus of compensating the spectral part of the system 

response; it can do little if anything to compensate for the spatial filtering of the loudspeaker or 

room.  This dissertation asserts that within a defined listening region, the global spectral 

anomalies of the loudspeaker/room response should be equalized to the extent possible, in 

accordance with their impact on the perception of audio signals. 

The dissertation explores some of the problems of direct-sound and traditional in situ 

equalization methods, beginning with instructive one-dimensional models.  The models are 

simple enough to bring clarity to the intertwined mechanisms involved in the equalization 

processes.  They demonstrate that many problems with traditional equalization methods stem 

from the ubiquitous use of microphones to sense only acoustic pressure in sound fields.  From an 

energetic standpoint, a typical microphone provides information only about the potential energy 

density of the field at its discrete position in space.  Total energy density, which also involves 

kinetic energy density, has greater spatial uniformity, enhances observability, and provides a 

greater global view of enclosure filtering.  Room resonances are examples of global phenomena 

that may or may not be observable by pressure receivers (including individual listener ears) at 

discrete field positions.  Nevertheless, if a spectral anomaly is not readily detectable by 

traditional means at one position, it should still be corrected at the many other positions where it 

is detectable. 

While room filtering effects are both spectral and spatial, typical electronic equalization 

of audio systems addresses only spectral aberrations through analog or digital filters.  With this 

in mind, an improved approach to spectral equalization might be to simultaneously correct both 

loudspeaker and global spectral room responses.  In other words, the approach would ignore 

spatial variation to the room responses.  While such global equalization has been explored 
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through the use of numerous microphones and multichannel controllers, this paper proposes the 

use of total energy density as a practical approach to the problem because it accomplishes the 

task more efficiently through a single localized measurement.  In one-dimensional systems, it 

inherently separates the equalizable loudspeaker spectral response and global spectral “room” 

response from the unequalizable spatial “room” response.  Many of the benefits of energy 

density equalization also carry over to more complicated three-dimensional sound fields.  

In the past, the design of equalization filters has been problematic.  For example, one 

approach in industry is to sample the pressure response at a selected listening position or the 

“sweet spot.”  A minimum phase inverse pressure equalization filter is then calculated based on 

the overall frequency response at this sweet spot [2, 4]. Because the room response is dependent 

on the source and receiver positions [5, 6], an equalization filter based on the frequency response 

at one listening position may not be beneficial or may even worsen the coloration at other 

locations. 

In order to achieve an optimal room equalization result for an extended listening area, the 

frequency responses at all listening locations must be considered.  An inverse filter is then 

derived based on the average response to achieve a global equalization result.  However, such 

effort becomes impractical as the area of listening environment increases, requiring a vast 

number of sample locations to cover the equalization region. 

A practical approach is to select only a few random sample locations.  The frequency 

responses at these locations are then averaged and an inverse filter is derived based on the 

average.  Due to the random geometric variation of the listening environment, there is not a 

standard method to determine the optimal sample locations, whose average best represents the 

overall average response of the entire equalization region.   Furthermore, studies have been done 
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to extend the target zone of the pressure equalization based on excited plane waves.  The overall 

sound field is estimated based on the sensors placed only in a small equalization zone [6, 7].  

However, a limited bandwidth is always associated with such methods. 

  Due to the spatially variant nature of the in situ acoustical response of a listening 

environment, some have suggested excluding its equalization from the overall audio transmission 

equalization [9].   Some recommend that only the direct sound of an audio system should be 

equalized and the room response ignored.  Such suggestions fail to recognize the fact that even 

though each room response at a single location includes a spatially dependent coloration 

characteristic of its unique listening position, there is also a portion of the spectral coloration 

common to many or all listening positions.  This common response is dependent upon the 

source, its position, and certain global sound field characteristics.  An equalization filter typically 

compensates for spatially dependent coloration differently based on the listening position.  

Therefore, this part of the coloration cannot and should not be equalized in a broad listening area.  

However, an equalization filter can remove the coloration of the common fraction of the overall 

coloration—regardless of the listening position.  In other words, the global spatial coloration 

should be the target of the equalization process. 

Another problem the traditional equalization techniques encounter is the averaging 

method.  As mentioned before, in order to cover the entire equalization region, a few random 

sample locations are selected and the pressure responses at these locations are sometimes 

summed by practitioners through a mixing device.  Because of the random phase variation of the 

room responses, this pressure-based averaging will likely cause the response to cancel for certain 

frequencies and result in a loss of information for the equalization filter at such frequencies.  
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Currently there are no numerical standards to evaluate the uniformity of a sound field 

after it has been equalized.  Thus, there is not a standard qualification to compare the efficiency 

of different equalization schemes.  In this dissertation, methods of extracting the spatially 

independent global spectral coloration from the overall room coloration are suggested and 

implemented.  A new averaging method is proposed, an energy-based equalization is proposed, 

and a global equalization figure of merit is used to compare the quality of different equalization 

schemes. 

1.3 Objectives 

A practical method of achieving global equalization using a minimum number of sample 

locations is desired.  This dissertation will present a new equalization method based on total 

energy density and compare the benefits and limitations of the new method to traditional 

pressure-based equalization techniques. 

To address the problems that traditional averaging techniques expose, the research 

explores an averaging method based on squared pressure or potential energy density.  This 

energy-based averaging method prevents the cancellation of useful spectral information due to 

the phase differences of the pressure responses at different sampling positions.  The complete 

average is shown to create the optimal global equalization results within the overall averaging 

area.  However, in order to calculate this spatially averaged squared pressure in a practical sense, 

a vast number of sample locations are needed to cover the averaging area.  In order to reduce the 

number of sample locations, a new quantity is sought that is more spatially uniform than the 

pressure field while representing the common spectral properties of the pressure field at all 

locations. 
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The total energy density field is shown to be less spatially variant than the pressure field 

itself.  In certain one-dimensional fields, it is location independent and nearly identical to the 

spatially averaged squared pressure.  Therefore, the latter can be estimated by a single point 

energy density measurement.  Due to its uniform nature, total energy density successfully 

extracts the global spectral coloration of the field and the electroacoustic portion of the audio 

system.  The resulting equalization filter then allows one to effectively equalize both the audio 

system and the spatially independent portion of the room response.  Because of the increased 

uniformity of the total energy density field compared to the pressure field, fewer samples are 

required to generate an estimate of the average of all the field location responses.  While total 

energy density is not uniform in three-dimensional fields, it is still more uniform than the 

pressure field.  

Energy density is a zero phase quantity.  As a result, its frequency response cannot be 

directly inverted to derive a causal and stable equalization filter [2, 4] [9, 10].  However, a 

minimum-phase version of the energy density frequency response can be efficiently inverted.  

This dissertation will discuss how to efficiently calculate the minimum phase portion of the 

energy density response using the Hilbert transform.  A causal and stable equalization filter is 

thus derived based solely on the inversion of the minimum phase portion of the energy density 

response. 

A statistical standard is proposed in this dissertation to quantitatively compare the 

uniformity of the equalized sound fields.  The figure of merit is derived based on the standard 

deviation of both the spectral and spatial variations of the sound field.  Ideally, the figure reaches 

its minimum value when the sound field is equalized by the spatially averaged squared pressure. 

This figure increases as the field becomes increasingly nonuniform, both spatially and spectrally.  
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An efficient equalization scheme will yield a small figure of merit.  Because the figure is 

normalized, it does not depend on the maximum sound pressure level of the sound field.  It can 

therefore be utilized generically for any equalized sound field.  

1.4  Plan of development 

Chapter 2 will present theoretical models of a one-dimensional acoustic field using 

analogous circuits for a loudspeaker at the end of a plane-wave tube.  Pressure and energy 

density-based equalization filters are derived and used to equalize the sound field numerically.  

In Chapter 3, different inverse filtering schemes will be addressed.  The pressure and energy 

density inverse filters are again derived and used for experimental equalization.  A global 

listening area equalization coefficient (GLAEC) is derived and used to quantify the filter 

efficiency for the one-dimensional system.  In Chapter 4, theoretical models of a one-

dimensional field with the source on the side of the tube are derived and compared.  

Experimental results based on the theoretical filter designs are discussed and compared to the 

theoretical models.  As before, equalization filters based on pressure and energy density are 

applied to equalize the pressure field.  Chapter 5 presents a theoretical model of a practical 

source in a three-dimensional acoustic field.  The theoretical pressure and energy density-based 

equalization filters are then derived and used as the basis for experimental equalizations.  The 

qualities of the equalization schemes are compared and discussed.  Finally, Chapter 6 provides 

the conclusions of the research and discusses its benefits and shortcomings.  Future research 

topics are also suggested. 
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Chapter 2 
 

Energy Density Equalization of Loudspeakers and Enclosed Spaces: 

Initial Developments for One-Dimensional Sound Fields 

2.1 Equalization Methods 

Several approaches to the equalization problem may be explained and compared, at least 

from an initial standpoint, using the frequency-domain block diagram in Fig. 2.1.  A complex 

voltage êg(f) from a signal generator drives a loudspeaker with the frequency response function 

L( f ), which in turn excites the sound field in a plane-wave tube.  The frequency response 

function between the loudspeaker and an ideal acoustic sensor at the field position xs is 

represented by the spatially dependent H(xs, f).  The sensor observes the one-dimensional field at 

this position, producing either a pressure signal, a particle velocity signal, or another signal 

related to these quantities.  The subscripts p and u on the frequency response function correspond 

to the pressure and particle velocity signals, respectively.  An equalization (EQ) filter A(xs, f) 

specific to the sensor position may be inserted before the loudspeaker to compensate for spectral 

anomalies of a given sensor output signal. 
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FIG. 2.1.  One-dimensional sound system block diagram. 

 

 Without the equalization filter in place, the sensor produces a complex pressure signal 

ˆ ˆ, ,a s g p sp x f e f L f H x f      (2. 1) 

(the subscript a denotes an unequalized signal).  Once the filter is inserted, it becomes 

ˆ ˆ, , ,b s g p s p sp x f e f A x f L f H x f     (2. 2) 

(the subscript b denotes an equalized signal).  To make the acoustic pressure consistently 

proportional to êg( f ) at all frequencies, the filter must take on the inverse characteristic 

0

0 0

ˆ1
, .

ˆ, ,

g

p

p a

e f
A x f

L f H x f p x f     
(2. 3 

At positions other than xs, the filter may or may not improve equalization.  The pressure over the 

entire field becomes 

ˆ ˆ, , , .b g p s pp x f e f A x f L f H x f     (2. 4) 

If the sensor output signal is the frequency-dependent, time-averaged, potential energy density, 
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c

e f A x f L f H x f
c

e f t A x f L f H x f
c   

(2. 5) 

it will be consistently proportional to the frequency-dependent, mean-square input voltage 

2 ,g t
e f t   at all frequencies as long as the filter has the form 

1 1
2 2 22

0

22

,

,2
,

, ,,

g t
wp s

p a sp s t

e f tc
A x f

w x f tL f H x f
  

(2. 6) 

(a magnitude only equalization specific to the field position xs).  The pressure over the field then 

becomes 

ˆ ˆ, , , .b g wp s pp x f e f A x f L f H x f
    

(2. 7) 

The lack of phase correction in the filter may or may not degrade the global equalization. 

 Similar results follow for the equalization of the complex particle velocity signal ˆ ,su x f  

and the frequency-dependent, time-averaged, kinetic energy density , , ,p b s t
w x f t : 

ˆ1
, ,

ˆ, ,

g

u s

u s a s

e f
A x f

L f H x f u x f     
(2. 8) 

1 1

22 2

2 2

,0

,2
, .

, ,,

g t
wp s

k a su s t

e f t
A x f

w x f tL f H x f
 

(2. 9) 

Another filter could be based on the total energy density at the field point xs: 

22 2 22 0
, 2

0

1
, , , , , , .

22
t b s g wt s p s u st t

w x f t e f t A x f L f H x f H x f
c  

(2. 10) 

(As shown later, the total energy density is actually uniform over a one-dimensional sound field; 
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dependence upon xs is shown here only for consistency with the previous expressions.)  To 

assure a uniform proportionality to the frequency-dependent, mean-square voltage 2 ,g t
e f t   at 

all frequencies, the filter must have the magnitude characteristic 

1

2
1

2 2

22 2 ,0

2

0

,1
, .

, ,1
, ,

22

g t
wt s

t a s t
p s u s

e f t
A x f

w x f t
L f H x f H x f

c
 

(2. 11) 

 The sensor may also produce a signal that is a linear combination of the acoustic pressure 

and particle velocity, i.e., 

22 2 22 0
, 2

0

1
, , , , , , .

22
t b s g wt s p s u st t

w x f t e f t A x f L f H x f H x f
c  

(2. 12) 

where C1 and C2 are arbitrary constants.  After insertion of an equalization filter, this becomes 

0 0 1 0 2 0
ˆ ˆ, , , , .b g s p us x f e f A x f L f C H x f C H x f

 
(2. 13) 

To make the signal consistently proportional to êg( f ) at all frequencies, the filter takes on the 

form 

1 2

1 2

1
,

, ,

ˆ

ˆ ˆ, ,

ˆ
.

ˆ ,

s s

p s u s

g

a s a s

g

a s

A x f
L f C H x f C H x f

e f

C p x f C u x f

e f

s x f   

(2. 14) 

The magnitude of the filter may be written as 
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(2. 15) 

which is similar in some respects to the total energy density filter described in Eq. (2.11).  If the 

arbitrary constants are chosen to be 2

1 01/ 2C c  and 2 0 / 2C , the magnitude becomes 

1

2
2

,

,
, ,

1
, , , ,

g t
s s

t a s a s tt

e f t
A x f

w x f t I x f t
c    

(2. 16) 

where 

*1
ˆ ˆ, , Re , ,

2
a s s st

I x f t p x f u x f
    

(2. 17) 

is the time-averaged acoustic intensity before the insertion of the filter.  Interestingly, for an ideal 

one-dimensional standing-wave field, , , 0a s t
I x f t  , so , ,s s wt sA x f A x f  .  For an ideal 

one-dimensional propagating wave field, ,, , , ,a s t a st t
I x f t c w x f t , so 

, , 2s s wt sA x f A x f .  Fields between these two extremes yield filters between the extremes. 

2.2  Modeling of the One-dimensional System 

 The analytical model used to calculate responses and field quantities is based on the more 

detailed system depicted in Fig. 2.2.  It consists of a plane-wave tube of length LT and uniform 

cross-sectional area ST, which is driven at one end by a moving-coil loudspeaker and terminated 
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at the other end by an arbitrary acoustic impedance ZATT.  The loudspeaker is backed by a sealed 

box with length LB, uniform cross-sectional area SB, and a termination impedance ZABT.  The 

effective radiating area SD of the loudspeaker diaphragm is chosen such that SD  SB and SD  ST.  

While the figure shows the cross-sectional area SB to be greater than ST, it could be less than or 

equal to ST without affecting the general model characteristics.  The sound field may be assessed 

at any position x.  This includes but is not limited to the equalization sensor position xs. 

 The complete multi-domain analogous circuit for the system is shown in Fig. 2.3.  It 

represents the one-dimensional axial wave effects in the loudspeaker enclosure and tube while 

assuming spatially averaged or uniform acoustic pressures over their cross sections.  Its solution 

in the form shown provides the complex spatially averaged acoustic pressure amplitude ˆ
TS

p x  

and the complex volume velocity amplitude Û(x) for any field position x.  If the contributions of 

evanescent cross modes are negligible at a given position, the spatially averaged pressure may be 

replaced with the cross-sectionally uniform pressure and the axial particle velocity follows 

directly from the volume velocity as ˆ ˆ
x Tu x U x e S  , where 

xe  is the unit vector in the x 

direction.  The circuit also accounts for long-wavelength effects produced by differences in the 

cross-sectional areas SB, SD, and ST through area gyrators.  
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FIG. 2.2.  Model of the one-dimensional tube. 

FIG. 2.3.  Multi-domain analogous circuit of the one-dimensional tube. 

  

Simplification of the circuit follows by implementing several substitutions and 

reductions.  Working from left to right, the box termination impedance ZABT  is first translated 

through the box T-network to load the back side of the driver with the box impedance 

0

0

0

tan

.

tan

ABT B

B
AB

B
ABT B

B

c
Z j kL

c S
Z

cS
jZ kL

S     

(2. 18) 

 

The series combination of the three electric impedances may also be expressed as the single  

electric impedance 

.E g E EZ R R j L      (2. 19) 

 

+  
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By pulling ZAB through the area gyrator, ZE and the electric source through the transformer, and 

performing a source conversion, one can represent all electric source elements, loudspeaker 

driver elements, and loudspeaker enclosure elements as a parallel combination in the mechanical 

mobility domain.  These mobility elements are then pulled through the second area gyrator to the 

acoustic impedance domain of the tube to yield the simplified representation shown in Fig. 2.4. 

 

FIG. 2.4.  Simplified equivalent circuit after the impedance translations.  

 

 

FIG. 2.5.  Simplification using Thevenin equivalent circuit. 

 

As shown in Fig. 2.5, further simplification results by using a Thevenin equivalent circuit 

for all elements to the left of x = 0.  The Thevenin equivalent source is characterized by the 

spatially averaged blocked pressure amplitude 

ˆ
0

T

g

B S
E D

e Bl
p

Z S       
(2. 20) 

and the series acoustic radiation impedance looking into the loudspeaker from the tube, after the 
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original source element is replaced by its internal impedance: 

2

2 2 2 2

1
0 .MS MD

AR ABT

E D D MS D D

Bl R M
Z j Z

Z S S j C S S   
(2. 21) 

A final simplification follows by defining a different Thevenin equivalent source at position x 

and translating the tube termination impedance ZATT to x as shown in Fig. 6.  In this case, 

0

0

0 ,

cos 0 sin
T T

T
B BS S

AR

T

c

S
p x p

c
kx jZ kx

S    

(2. 22) 

0
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0
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,

0 tan
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T
AR

T
AR

T

c
Z j kx

c S
Z x

cS
jZ kx

S    

(2. 23) 

and 

0

0

0

tan

.

tan

ATT

T
AT

T
ATT

T

c
Z j k L x

c S
Z x

cS
jZ k L x

S    

(2. 24) 

From this simple circuit, one can readily determine the basic acoustic field quantities in the one-

dimensional tube in terms of previously defined quantities: 

ˆ ˆˆ ˆ ,
T T

B AR ATS S
p x p x U x Z x U x Z x

   
(2. 25) 

ˆ
ˆ .T

B S

AR AT

p x
U x

Z x Z x      
(2. 26) 

Again, if we assume x is truly in the plane-wave region of the tube (i.e., where the field is devoid 

of significant cross-mode contributions), we can assume cross-sectional uniformity ˆ( )p x and û(x), 

such that their spatial averages become unnecessary.  In this case, the time-averaged potential, 

kinetic, and total energy densities may be written as 
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2

2

0

ˆ1
,

4
p t

p x
w x

c      
(2. 27) 

0

1 ˆ ˆ * ,
4

k t
w x u x u x

    
(2. 28) 

and
2

02

0

ˆ1 1 ˆ ˆ * .
4 4

t p kt tt

p x
w x w x w x u x u x

c   
(2. 29) 

The box and tube termination impedances ZABT  and ZATT  might be modeled as 

impedances associated with porous layers of material with depths dB and dT, respectively.  The 

Rayleigh model for porous materials roughly characterizes their frequency-dependent behaviors 

[1].  For a given termination of depth d and cross-sectional area S, the acoustic impedance is 

approximately 

1/2

0

0

1 cot ,A m

T

c
Z j j k d

S     
(2. 30) 

where  is the porosity (i.e., the ratio of open-to-closed area), is the specific flow resistance, 

and 

1/2

0

1mk k j

    
(2. 31) 

is the complex acoustic wave number within the material.  The pressure-amplitude reflection 

coefficient looking into the termination is then  

2

02

0

ˆ1 1 ˆ ˆ * .
4 4

t p kt tt

p x
w x w x w x u x u x

c  
(2. 32) 

and the absorption coefficient is 

2
1 .T TR       (2. 33) 

(See Ref. [1]). 
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 Propagation losses over the length of the tube or loudspeaker enclosure may also be 

addressed through the introduction of a complex wave number pk k j , where p is the total 

propagation absorption coefficient [2]. However, for many practical tube an enclosure lengths, 

cross-sectional areas, and terminations, the effects of these propagation losses are negligible.  For 

rigid terminations, k  helps maintain a bounded sound-field response. 

2.3  Speaker Box modeling  

 When measuring the Thiele-Small parameters of a driver in free air, the acoustic loading 

on its diaphragm is typically considered to be that of a flat, thin, rigid, unbaffled, circular disk. 

One might consider the loading on the front side of the driver to be similar to that in this simple 

idealization, but the loading on the rear side, and the acoustic interactions between the front side 

and rear side are certainly quite different.  Much depends on the presence, sizes, and additional 

properties of the cone, coil former (with possible venting), spider, frame (including locations and 

sizes of openings), magnet structure (with possible pole-piece venting), and other factors.  The 

rear of the diaphragm is thus loaded with a relatively complicated acoustic filter, whose 

frequency-dependent properties are unlikely to be well-represented by those of the ideal disk 

vibrating in free air. 

 The various transmission paths behind the diaphragm introduce inertance, compliance, 

and resistance.  Each aperture, constriction, and transition between the various regions likewise 

introduces additional inertance and resistance.  Many of these effects are certainly present in the 

free-air measurements, but others may be introduced by the unique loading of the driver into an 

enclosure.  In addition to the obvious properties of the enclosure, the constrictions and transitions 
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between the driver, the baffle opening, and the enclosure walls provide additional inertance and 

resistance that are peculiar to the distinct driver-enclosure combination.  They may be 

particularly significant if the enclosure elements fit tightly around the driver.  In any case, the 

acoustic impedance ZAB presented to the driver by the enclosure cannot be wholly independent of 

the driver itself, as is usually assumed, but must depend upon its presence, specific construction, 

and mounting. Whether in free air or an enclosure, certain acoustic filtering effects of the rear 

driver elements are consistently present and are thus indirectly accounted for through 

conventional driver parameter measurements.  However, the effects are usually considered to be 

removed from the parameters by subtracting the simple theoretical fluid mass loading of the ideal 

disk (i.e., to extract MMD from MMS).  This is clearly inadequate.  While some acoustical effects 

may be present in both the actual driver and the simplified theory, others remain and are 

incorporated into the measured parameters (e.g., MMD, CMS, RMS, etc.). The best method for 

accurately incorporating the coefficients into the source models is to use the in-vacuo 

measurement of these parameters which are not subject to the coupling of the air loading. 

2.4 Experimental Measurement of the box impedance 

 A new method of measuring the box impedance ZAB is introduced in this section. In 

practice, box impedances are usually modeled with a few lumped elements.  However, this 

approach is not sufficient to describe the complicated geometric structure inside the box behind 

the loudspeaker cone. The absorption produced by the enclosure is often not a single value, but 

dependent upon frequency.  A method is introduced here to assess ZAB by using the enclosed 

loudspeaker as a passive termination to an excited one-dimensional sound field (see Fig. 2.6). 
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FIG. 2.6.  Box impedance measurement setup. 

The reflection coefficient at microphone positions 1 and 2 can each be calculated from the 

transfer function between the two microphones:  

12
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(2. 34) 
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H e ,    
(2. 35) 

where R1 and R2 are the reflection coefficients at microphone locations 1 and 2, H12 is the 

measured transfer function between the two microphones, k is the wave number, and l12 is the 

distance between the two microphones.  This reflection coefficient can be translated to the 

position of the loudspeaker cone through the translation equation 

 ,       (2. 36)                                                       

where l2 is the distance between the second microphone and the equivalent speaker cone 

location. The impedance looking into the cone can be derived from the reflection coefficient at 

the location of the speaker cone as  
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(2. 37) 

R R e jkl
2

2 2

 



26 

 

Once the transfer function is measured using the correct frequency resolution, the acoustic box 

impedance can be derived directly from Eq. (2.37) by subtracting the portion of the impedance 

associated with the in vacuo mechanical driver parameters MMD, CMS, and RMS.  Figure 2.7 shows 

the measured box impedance of the loudspeaker box used in this research.  

 

FIG.  2. 7.  Measured speaker box impedance. 

2.5 In vacuo speaker lumped element measurement 

The three lumped element parameters MMD, CMS, and RMS in Fig. 2.3 are transferred from 

the mechanical mobility domain to the acoustic impedance domain. They describe the 

mechanical characteristics of the loudspeaker driver without any fluid loading. Therefore, the 

parameters should be measured when the driver is placed in a vacuum chamber.  In this research, 
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the pressure inside the vacuum chamber was lowered in steps and the speaker parameters were 

measured when each step of pressure equilibrium was reached.  Table 2-1 and Fig. 2.8 show the 

values of the parameters under different pressures.  

 

Table 2-1  Speaker parameters measured under different pressures. 

Pressure 
(inHg) 

MMD CMS RMS 

0.5 4.7055 641.3693 0.424865 

2.5 4.71 647.098 0.448709 

5 4.756 642.819 0.459693 

7.5 4.784 627.138 0.518062 

10 4.786 642.107 0.484825 

15 4.904667 651.3273 0.445732 

20 4.912 672.531 0.401912 

22.5 4.990667 683.2793 0.386187 

30 5.1405 688.072 0.327185 
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FIG. 2.8.  Measured Speaker parameters under different pressures. 

As the pressure decrease, the parameter MMD decreases accordingly.  However, there is a non-

linear rise in the parameter CMS from 8 in Hg down to 0.5 in Hg.  The parameter RMS increases as 

the pressure decreases and a similar anomaly occurs from 8 in Hg to 0.5 in Hg. The parameter 

values at 0.5 in Hg were incorporated as the in vacuo parameters in the equivalent circuit.  

 2.6 Numerical modeling and experimental measurement comparison 

A 74.8 cm long one-dimensional tube was modeled using the equivalent circuit solutions 

derived previously. A loudspeaker box located at the left end of the tube functioned as the 

excitation source. A steel plate located at the right end to the tube functioned as the rigid 

boundary condition. The measured box impedance was used in the calculations. The modeled 

and measured pressures at a location 37.4 cm away from the source are compared in Fig 2.8.  

The two curves show a great degree of agreement.  
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FIG. 2.9.  Comparison of the model to the experimental measurements. 

2.7 Conclusions 

 This chapter discussed the physical quantities that can be used as the basis of the inverse 

equalization filter. A theoretical equivalent circuit model was proposed to model the pressure 

field in a one-dimensional tube with a loudspeaker box on one end and a rigid boundary on the 

other end. A new method of measuring the speaker box impedance was introduced. The 

theoretical pressure field model has shown good agreement with experimental data.  
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Chapter 3 
 

Numerical Derivation of the Inverse Equalization Filter 
 

 

The response of a room to an audio signal can be characterized by the impulse response 

functions at different locations within the listening area. The coloration of the room can then be 

simulated by linearly convolving the impulse response function with an original source signal in 

the time domain. Within the frequency domain, the colorations are usually complex. The 

magnitude variations of the frequency response function (FRF) result in spectral distortions. The 

phase of the frequency response function results in added artifacts of delay, reverberation, etc. 

The loudspeaker likewise color the original audio signal via convolution of its response. 

One way to effectively remove room coloration is to convolve the original signal with an 

equalization filter that inverts the acoustic effects of the electroacoustic system. However, 

because loudspeaker and room responses are typically nonminimum phase, directly inverting a 

response filter does not always give a stable and causal inverse filter. For instance the inverse 

operator will be of infinite length even if the original impulse response is finite[1]. Early 

solutions to the problem utilized a homomorphic algorithm to derive the minimum phase portion 

of the FRF, and invert it in order to generate a finite causal inverse filter in the time domain [5]. 

The inversion process is done in the frequency domain that is associated with a circular 

convolution in the time domain. When such filters are used in the time domain to linearly 

deconvolve the system coloration, the inversion quality suffers and the deconvolution result 

often fails to converge to a single impulse. A weighted homomorphic method was introduced by 
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Mourjopoulos to yield better linear convolution results [1]. Further efforts have been made 

utilizing the Least-Squares Inversion to achieve better time domain linear deconvolution [2]. 

Later, a delayed version of the Least-Squares Inversion was introduced to enhance the linear 

deconvolution even further.  

The various inversion research efforts mentioned here have only focused on the inversion 

based on a single point pressure. The spectral response varies greatly at different spatial 

positions. An inverse filter designed for one spatial location may not be beneficial for other 

locations; therefore complex smoothing methods were introduced in the past to lower the 

sensitivity of the spatial dependence in order to achieve a more global result. Nevertheless, while 

the method does smooth out the strong resonances and nulls associated with the specific spatial 

point of equalization, it also smoothes out the resonances and dips that are common to all field 

positions. (This includes loudspeaker spatial anomalies, spectral dips caused by the loudspeaker 

position and other global effects.) Often, the effects are less than adequate. A better way of 

achieving global equalization result is still needed.  

This research will discuss the theories of implementing four different inversion 

algorithms (homomorphic inversion, weighted homomorphic inversion, least-squares inversion, 

and delayed least-squares inversion) applied to the single-point pressure equalization, spatially 

averaged pressure equalization, and finally single-point energy density equalization. Then a 

complex smoothing algorithm will also be explored and its spectral and spatial uniformity after 

equalization will be compared to that of the single-point pressure equalization without smoothing 

and energy density equalization. Finally, in order to quantify the uniformity of the equalized 

pressure field, both spectrally and spatially, a figure of merit, the global listening area 



33 

 

equalization coefficient (GLAEC) is introduced. This quantity assigns a single value to the 

equalized field to describe the spectral and spatial effectiveness of the equalization process..  

 

3.1  Modeling the System Response 

The system coloration at a desired location can be represented using the complex FRF.  

,)()( )(jeHH         (3. 1) 

where )(H  is the magnitude and )(  represents the phase of the FRF. Both variables are 

functions of the angular frequency . This FRF can be used to multiply the dry signal )(X  in 

the frequency domain to obtain the colored signal:  

,)()()()()( )()( xjeXHXHY                      (3. 2) 

where )(X  is the magnitude and )(x  is the phase of the original signal response. The room-

filtered signal can also be calculated in the time domain by convolving the original dry signal 

with the impulse response of the system: 

),()()( txthty       (3. 3)                                                      

where )(th  is the impulse response of the room (FIG 3.1) and )(tx  is the original source signal 

in the time domain. Figure 3.1 shows the measured impulse response of a certain room.  
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When the original signal )(tx  and )(th are of finite length, multiplication of their spectra in the 

frequency domain is not equivalent to the convolution of these two signals in the time domain. 

Rather, the signals in the time domain are repeated periodically in time from negative infinity to 

positive infinity  and the linear convolution becomes a circular convolution [3]. Due to this 

difference a complete inversion performed in the frequency domain does not guarantee a 

complete deconvolution in the time domain. 

 

 

FIG. 3.1.  Measured Impulse response of a room. 
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3.2 Equalization Filter Design 

3.2.1 Homomorphic Inverse Filter 

Because a room response is typically nonminimum phase, an unstable inverse filter 

generally results from directly inverting this room response function. The stability of a filter can 

be best evaluated in the Z domain. For example, )(zH is the Z transform of the mixed phase 

room response: 

,)1()1()(
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j
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k zbzazH

     
(3. 4) 

where K is the filter length of the room response, 1ka  and 1kb . The factor involving

)1(
1

1
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k za  represent the minimum phase portion of this mix phase room response while the 

factor involving 
N
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k zb
1

1)1(  represents the maximum phase portion. The direct inverse of this 

room response yields: 
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The first term )1( 22

1

1 zaza k

j

k

k converges because 1ka ; but the second term 

)1( 22

1

1 zbzb k

K

jk

k diverges because 1kb . The resulting inverse filter of this non-

minimum phase response is acausal and unstable as illustrated in FIG 3.2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In addition, this inverse operator is infinite in length, even though the original room was finite in 

length. Furthermore, finite Discrete Fourier Transform will lead to aliasing from truncation [3]. 

 

  FIG. 3.2.  Acausal inverse filter resulted from a non minimum phase response. 
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  One method to resolve the issues mentioned above is to invert the minimum phase 

portion of the room response only. A room frequency response function can be factored into the 

minimum phase response and the all-pass response:  

             

(3. 6) 

where )](exp[)( miH  is the complex minimum phase response of the room and )](exp[ ai  

is the non-minimum phase all-pass response . If the all-pass portion of does not simply represent 

a group delay, i.e., 

             
    (3. 7) 

 

the room frequency response can not be inverted directly to generate a causal and stable inverse 

filter. In order to derive a causal and stable inverse equalization filter, only the minimum phase 

part of the room frequency response should be inverted. For a given room FRF )(H , the Hilbert 

Transform can be used to factor out the minimum phase portion from the total room response 

according to the following steps.  

First, the discrete FRF )( fH is computed by performing the discrete Fourier transform 

on the original discrete impulse response function )(nh . The cepstrum of the FRF is then 

calculated from the discrete frequency response function: 
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where )(nCp is the discrete cepstrum function of )(nh and N is the total number of samples. The 

variable k  is the discrete frequency variable, while DFT  and 1DFT  represent the Discrete 

Fourier Transform and the Inverse Discrete Fourier Transform, respectively. This cepstrum is 

only a single sided function and needs to be turned into a two-sided cepstrum )(ˆ nm . 

 

 (3. 10) 

 

The minimum phase response can then be found by taking the exponential of the discrete Fourier 

transform of this double-sided ceptrum: 
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An inverse equalization filter can then be found by inverting the non-zero data points of the 

minimum phase response: 
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where )(kHEQ is the complex frequency response of the equalization filter, and )(nhEQ is the 

discrete impulse response function of the equalization filter, which should be purely real and 

causal.  

 Inaccuracies arise when zeros of )(zH are too close to the unit circle in the Z domain; the 

Hilbert transform cannot give an accurate factorization to separate the minimum phase part and 
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non-minimum phase part of the function. Deconvolution in the time domain will thus deviate 

further from the ideal delta function impulse. A phase shift is needed to move these zeros farther 

away from the unit circle to achieve better results.  

 

3.2.2  Exponential Weighting 

Ambient noise in the measurement of the transfer function usually moves the zeros of 

)(zH closer to the unit circle and factorization of the mixed phase response into the minimum 

phase portion and maximum phase portion becomes less accurate. An exponential weighting of 

the original impulse response can move these zeros further away from the unit circle:  

                                                  ),()( nhnh n
w        (3. 13)                                                 

where )(nhw is the weighted response of the original impulse response )(nh and  is a positive 

real number with magnitude less than 1. The resulting Z transform can be written as  

),()( 1zHzHw                           (3. 14)                                               

As this equation indicates, the poles and zeros of the original response )(zH are shifted radially 

by a factor of 1 . If )(zH has zeros close to the unit circle at a radius of 1z ,  can be 

defined as e  where )1ln( . The exponentially weighted impulse response then becomes  

).()( nhenh n
w                          (3. 15) 

The zeros between 11 z  will be then fall inside the unit circle. The discrete frequency 

response function )(kHw  of this weighted impulse response can follows the discrete Fourier 

transform:  



40 

 

)].([)( nhDFTkH ww                                                 (3. 16) 

The minimum-phase portion of this weighted frequency response can be inverted to derive the 

equalization filter:  
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kM
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wEQ                      (3. 17) 
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(3. 18)

                           

 

where wM̂  is the minimum phase portion of the frequency response )(kHw , )(kHwEQ


 is the 

frequency response of the equalization filter, and )(nhwEQ is the impulse response of the 

equalization filter. The convolution of this equalization filter and the original impulse response 

gives the deconvolution:  

).()()( nhnhny wEQ                                            
(3. 19) 

The squared error between this deconvolved signal and a delta function reflects the “dryness” of 

the deconvolution.  

  n n

nynneI 22 )]()([)(
                                 

(3. 20) 

The smaller this error energy is, the closer the deconvolved signal is to the ideal delta function. A 

proper weighting factor  can be chosen to minimize this error function. A weighted 

homomorphic equalization is performed based on the steps discussed above. Figure 3.3 shows 

the original impulse response that is to be equalized and the deconvolution result based on the 

homomorphic exponential weighting ( 007.0 ). 
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FIG. 3.3.  Weighted Homomorphic Deconvolution. 

The exact choice of depends on the number and locations of zeros near the unit circle. Figure 

3.4 shows the error energy as a function of  for this specific impulse response. This function is 

minimized at 007. . Compared to the non-weighted homomorphic inversion, this weighting 

reduces the error by a factor of 235.  
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FIG. 3.4.  Error energy as a function of the exponential weighting factor. 

3.2.3 Least-Squares Inversion 

While the homomorphic inversion is a frequency domain inversion, and in order to 

generate the best time domain deconvolution, an inverse filter can be found in the time domain 

directly from the original impulse response. The filter is designed to minimize the squared error 

in Eq. (3.17)., where )(ny is the deconvolved signal:  
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(3. 21) 
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)(if is the inverse filter, and )(nh is the original discrete impulse response. An optimum set of 

coefficients )(nf can be chosen to minimize the error function I . The solution of the N

coefficients can be obtained from a set of 1N linear equations, 

,gRf                                                                        (3. 22) 

where R is the autocorrelation matrix of the input signal )(nh , f is the coefficient array that is to 

be solved and g is the cross-correlation array between the input and the desired signal:  
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(3. 23) 

The solution to the coefficient array f can be solved using the matrix operation: 

gRf 1

                                                                     (3. 24) 

The resulting filter f will always be a minimum phase filter but the performance of the inverse 

filter will be increased if the input filter h is of minimum phase. This matrix operation can also 

be solved more efficiently using the Levinson recursion algorithm [6]. 

3.2. 4 Delayed Least-Squares Inversion 

 Treitel and Robinson have shown that the performance of the least-squares inversion 

improves when a delay is introduced between the input signal and desired signal [3]. The error 

signal becomes  

n
k nyknI 2)]()([

                                                

(3. 25) 

when a sample delay k  is introduced. The deconvolved signal becomes  
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(3. 26) 
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where kf  is the delayed least-squares inverse filter. Coefficients )(ifk can be solved using the 

matrix operation  

,
R

g
f k

k                                                         (3. 27) 

where R is the autocorrelation matrix of the input signal )(nh and kg is the cross-correlation 

array between the input and the delayed output: 

].0,...,0),0()...1(),([ hkhkhg
T

k                                    (3. 28) 

The error function kI should be a monotonically decreasing function of the delay k . The exact 

amount of delay k  depends on the input signal h that is to be inverted. This delay can be 

determined using the Simpson sideward recursion [4]. The error function is determined at each 

of the delays k , and the recursion will be stopped when this error falls below the predetermined 

value, 
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FIG. 3.5.  Error Signal as a function of sample delay for least-square inversion. 

 

Figure 3.5 shows the error as a function of sample delay. The error function drops to 80% of the 

initial value when 6 samples of delay are introduced between the input signal and the desired 

signal.   

3.2. 5 Complex Smoothing 

 The four algorithms discussed in the previous section can be applied to both single point 

pressure equalization and energy density equalization. For single point equalization, the input 

signal )(nh is highly dependent upon the sensor location. In order to achieve more global 
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equalization results, complex smoothing can be applied on the measured input )(nh signal before 

the inversion.  

In the audio industry, it is has been considered acceptable to modify the measured 

impulse responses to match the perceived response of the human auditory system. Even though 

this processed response function differs from the measured response physically and 

mathematically, the psycho-acoustical corrections are accounted for by these modifications. 

Studies have shown that the frequency resolution sensitivity of the auditory system decreases as 

the frequency increases. Fractional-octave smoothing can be applied to the original frequency 

response to simulate this perception. Such a practice has been tested initially with the stochastic 

signals and later utilized on deterministic signals.  

Another aim of complex smoothing is to achieve a more global result with inverse 

equalization. A challenging problem for room equalization is the spatial sensitivity of the inverse 

filter. An inverse equalization filter based on the spectrum at the “point of interest” may not yield 

a satisfactory result at other locations due to the spatial variations of the sound field. This 

variation is especially dramatic in the three-dimensional field. Smoothing of the spectrum can be 

applied to the original frequency response function at the point of interest. Then, the inverse 

equalization filter is then derived from this smoothed version. This smoothing decreases the 

sound level differences between the dips and peaks of the spectrum at different locations. This 

will in turn reduce the differences of the frequency response spectra at different locations. The 

resulting inverse filter will have lower position sensitivity and yield a more global response. 

In most applications, the smoothing operation should retain the spectral properties of the 

original spectrum in each fractional-octave band. This corresponds to the magnitude properties 

of the power spectra before and after smoothing. It is equally important that the smoothing 
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operation not bring in any perceptible “time smearing” effects which correspond to changes in 

the phase response of the original spectrum.  Traditionally, analog equipment like the one-third-

octave filter-bank analyzer only allowed smoothing of the power spectrum. With contemporary 

digital processing technologies, algorithms can be developed to achieve complex smoothing that 

will simultaneously modify both magnitude and phase.  

Performing a moving average over frequency will produce a smoothed version of the 

frequency response function. This frequency domain convolution corresponds to the time domain 

multiplication: 

,);()()( NnonwNnhnh smcs     (3. 29) 

,0);()()( NkkWkHkH smcs     (3. 30) 

where )(nh is the discrete impulse response function of the room, )(kH is the corresponding 

discrete frequency response function of the room, N is the total number of samples, )(nwsm is 

the smoothing window in the time domain, and )(kWsm is the smoothing function in the 

frequency domain. The symbol denotes a circular convolution, )(nhcs is the smoothed impulse 

response, and )(kHcs is the smoothed frequency response function. Fractional octave complex 

smoothing can be computed similarly [8][9]:  
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(3. 31) 

where m is the smoothing index that represents the length of the frequency band, ),( kmWsm is the 

smoothing function for that particular band, 
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(3. 32) 

and where b is an arbitrary constant. As the DFT yields a symmetric half-window spectrum, this 

smoothing function is also symmetric around 2/N , with the 2 half-windows located at mk ..0  

and 1...NmNk , where Mm ,...,1  is the length of the half-window  and where 

2/NM . The smoothing function smW can also be presented in a matrix form: 
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(3. 33) 

For fractional octave band smoothing, mshould be a function of k . The discrete function of the 

bandwidth for the fractional octave band is  

,)( LUd ffkP                      (3. 34)                                              
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are the upper and lower frequencies of the 1/Q th fractional octave band and sf  is the sampling 

frequency. Therefore, the smoothing index can be represented as 
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Fractional-octave band complex smoothing can be performed in the time domain: 
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(3. 38) 

where nkNck )/2(cos  and ]),([ nkmw  can be calculated from )),(( kkmWsm using the DFT:  

)],([]),([ 1 kmWDFTnkmw sm                                 (3. 39) 

As shown in Fig. 3.6, the smoothed signal )(nhcs decays much faster than the original signal )(nh

in the time domain. The variations between the resonances and dips of the frequency domain 

response csH are also much less than those of the original response )(kH (see FIG. 3.7). 
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FIG. 3. 6.  a) Original Impulse Response b) The smoothed impulse response. 
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FIG. 3.7.  Smoothed response v.s. original frequency response. 

3.3 Deconvolution Using the Equalization Filter 

3.3.1 Basic Theory 

Before the original source signal is transmitted into the listening environment through the 

amplification and loudspeakers, the dry signal )(tx  is linearly convolved with the equalization 

filter )(thEQ .  

 (3. 40) ),()()( thtxtx EQEQ
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where )(txEQ is the equalized source signal.  This equalized signal is then transmitted into the 

listening environment, which is equivalent to convolving the equalized signal with the room 

response )(th : 

(3. 41)                                                                       

To ideally remove the room coloration, the equalization filter should deconvolve the room 

impulse response: 

),()()( 0ttththEQ                             (3. 42) 

where 0t is the delay that results from the deconvolution process. This inverse filter can be 

derived based on a single point pressure or a single point energy density.   

3.3. 2 Experimental Implementation 

3.3.2.1 Frequency Domain Equalization 

Equalization filters can be applied to a signal theoretically in the frequency domain. This is 

equivalent to the circular convolution of the inverse filter with the signal in the time domain. The 

purpose of this practice is to compare the quality of the inverse filters spectrally over the 

listening area. For the experimental implementation, a one dimensional duct with the length 74.7 

cm is used. Fourteen sample locations were evenly spaced along the tube at 5 cm intervals. A 

loudspeaker was located at one end of the tube (at x=0) which was rigidly terminated. The first 

microphone position was 3.2 cm away from the loudspeaker.  

Homomorpic and weighted homomorphic inverse filters share the same magnitude but 

different phases in the frequency domain. For the frequency domain inversion (or circular 

convolution in the time domain), these two filters yield the flattest magnitude response. Each of 

).()()()()()( ththtxthtxty EQEQ
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the three quantities of interest (single point pressure, spatially averaged pressure, and single point 

energy density) were inverted using the homomorphic method. First the one dimensional 

pressure field along the duct was equalized based on the point pressure at location 5  (22.35 cm 

from the source).  
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FIG. 3.8.  Single-point pressure equalization. 
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In Fig. 3.8, the x axis shows the spatial locations of the sensors, the y axis shows the frequency 

and the z axis shows the normalized pressure level on a log scale.  Because of the strong 

dependence of the field over space, single point pressure equalization yielded a flat spectrum at 

the sensor location, but not at other locations. In order to generate more global equalization 

results, the equalization filter should be based on spatially averaged squared pressure. This 

quantity takes the average of squared pressures at different spatial locations (See Fig. 3.9). The 

Spatially averaged squared pressure only cuts off the resonance peaks common to all sensor 

locations and it will not boost the spectral dips that are unique to a single location. This yields a 

much more global result in the listening area than the single-point pressure equalization. 

However, the pitfall of the equalization scheme is that measuring the spatially averaged pressure 

requires a large amount of pressure field samples. This becomes impractical when the listening 

area is large 



56 

 

 

 

FIG. 3.9.  Spatially averaged pressure equalization. 
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Other physics quantities that require fewer sample points and can still result in a more 

global result than single point pressure should be selected to derive the equalization filter. It has 

been shown that single point energy density in a one-dimensional tube shares similar spectral 

properties to that of the spatially averaged pressure. As a result, a single point energy density 

inverse filter gives a more global result over the whole length of the tube similar to the field 

equalized by the spatially averaged pressure (see Fig. 3.10):  
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FIG. 3.10.  Single-point energy density equalization. 
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Another approach that has been implemented to achieve a more global equalization result in the 

past is the smoothed pressure equalization filter. This technique reduces the difference in level 

between the spectral peaks and dips in order to lower the sensitive of the spectral dependence on 

spatial locations. As a result, the smoothed pressure will not completely correct the spectral 

variance at the point of equalization but it will yield smoother equalization results at other field 

positions. (see Fig. 3.11) 
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FIG. 3.11.  Smoothed single-point pressure equalization. 
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As shown in the figure, the sensor point (location 5) does not have a flat spectrum due to the fact 

that the inverse point pressure does not correct the peaks and dips to their full extend after 

smoothing. However, this smoothed inverse pressure equalization gives better equalization 

results at other field locations compared to the unsmoothed inverse pressure equalization.  

 

3.3.2.2 Time Domain Equalization 

In practical applications, the source signal is filtered in the time domain first before being 

transmitted into the listening environment. The inverse filters derived in the frequency domain 

will not give a perfect deconvolution when applied in the time domain as a linear convolution. 

As mentioned in Section II-3,  an inverse filter derived in the time domain using the least-squares 

method gives better results than the homomorphic methods when the linear convolution is 

applied. Figure 3.12 shows the deconvolution done by the single-point pressure equalization at 

the same location (location 5) using least-squares inversion, delayed least-squares inversion, 

homomorphic inversion, and weighted homomorphic inversion. As stated earlier, delayed least-

squares method yields the driest deconvolution among the four schemes. Similar steps can be 

taken on the single point energy density equalization (see FIG. 3.12). The pressure field is 

equalized by the energy density sampled at location 5. Again this result shows that the delayed 

Least-Squares inversion gives the best deconvolution results.  
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FIG. 3.12.  Comparison of different equalization schemes. 

 



63 

 

 

 

FIG. 3.13.  Point energy density equalization using different equalization schemes. 

3.4 Global Listening Area Equalization Coefficient  

 A figure of merit should be developed to reflect the uniformity of both the spectral 

response and the spatial response. This figure should reach its minimum value when the field is 

uniform in both frequency and space; it should increase as the field becomes more varied.  

Because of its ability to achieve the best global equalization result, the spatially averaged 

pressure equalization should result in the minimum value for the figure of merit. A global 
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listening-area coefficient (GLAEC) can be defined as the spectral standard deviation of the 

spatially averaged spectrum of the field.  
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(3. 43) 

where )(nPspavg is the spatially averaged pressure, 
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 and N is the totally number of data points of the spatially averaged pressure, M is the total 

number of sensor locations. The GLAEC can be calculated after the field is equalized by the 

single point pressure, spatially averaged pressure smoothed single pressure and energy density. 

The results are shown in Fig. 3.14. 

 

FIG. 3.14.  GLAEC of different equalization schemes. 

 

The result shows that the derived GLAEC gives 0 value for spatially averaged pressure. Energy 

density equalization gives the next best result over frequency and space.  
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3.5 Conclusion 

This Chapter has discussed the theory and implementations of the four different equalization 

inversion schemes: homomorphic inversion, weighted homomorphic inversion, least-squares 

inversion and the delayed least-squares inversion. It has been shown that the delayed least-

squares inversion gives the best result for the time domain deconvolution. Four different physical 

quantities have been used to generate the inverse equalization filters: single point pressure, 

spatially averaged pressure, single point smoothed pressure and single point energy density. 

While giving the best equalization result at the sensor location, single point pressure brings more 

spectral distortion to other spatial locations. Spatially averaged pressure equalization gives the 

most global result over the entire listening area, but it is often impractical to measure. Single-

point smoothed pressure does remove some of the spatial dependency of the equalized field but 

its performance is still not satisfactory. Single point energy density equalization yields the closest 

result to that of the spatially averaged pressure equalization but it is much more practical due to 

the small number of sampling locations required (one probe location is sufficient for the one-

dimensional sound field).  Overall, the best equalization scheme is to use the delayed least-

squares inversion of the single point energy density to achieve the best equalization result.  

The introduction of the global listening area equalization coefficient provides a method to 

quantify the uniformity of the equalized pressure field.  Based on this simple figure of merit, 

different equalization schemes can be compared to select the best approach. 
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Chapter 4 
 

One-dimensional sound field with a source on the side 
 

4.1 Introduction  

Chapter 2 has discussed the modeling of the pressure, particle velocity, and energy 

density field inside a one-dimensional tube with a loudspeaker at the end. This chapter explores 

the one-dimensional fields in a tube with a source on the side. 

A simple one-dimensional sound reproduction system setup includes a signal source, 

amplification, a loudspeaker and a one-dimensional plane-wave tube. The cross-section of the 

duct is small enough to assure that all the cross-modes within the frequency range of interest are 

evanescent and only plane waves propagate inside of the duct away from the loudspeaker. There 

are two essential factors that contribute to the total coloration of the source signal at a certain 

location inside the duct:  (1) the overall transfer function of the electro-acoustical components 

and (2) the transfer function between the source and the listening position inside of the duct. The 

first factor is not spatially dependent, while the latter depends on the location of the loudspeaker 

position as well as the listening position.  

The following sections introduce several theoretical modeling tests for the one-

dimensional field variables. They also compare the models to experimental results and show the 

effects of equalization.  



68 

 

4.2 Theoretical modeling of the one-dimensional sound field with a loudspeaker on the side   

A one-dimensional pressure field can be modeled using the Helmholtz equation. The 

solution needs to satisfy the second-order differential equation as well as the boundary 

conditions. For the one-dimensional field, this solution is of closed form. The particle velocity 

field can be derived using Euler’s equation.  

A one-dimensional field can be excited in a plane wave tube with cross-sectional 

dimensions much smaller than the wavelength. As shown in Fig. 4.1, the ends of the duct are 

loaded with acoustic impedances 
1AZ  and 

2AZ . A plane wave monopole source is placed at a 

desired location in the duct to excite the sound field [1]. 

 

 

FIG. 4.1.  A theoretical one dimensional tube model. The tube is terminated at x=0 and x=l with 
acoustic impedances ZA1 and ZA2 respectively. The sound field is excited by a plane monopole source at x=l0. 

 

To satisfy the Helmholtz equation and its boundary conditions: 
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where p̂  is the complex pressure amplitude of the field, û  is the complex particle velocity 

amplitude and 
1AZ and

2AZ are the acoustic impedances at each end of the duct. The variable sQ̂ is 

the source strength, S is the cross-sectional area of the duct, l  is the length of the tube, 0l  is the 

source location, and k  is the wave number. There are essentially three boundary conditions 

associated with configuration: the pressure to volume velocity ratios need to be equal to the two 

end acoustic impedances, and the volume velocity of the field at the source location needs to be 

equal to the source strength.  

4.2.1 Solution using modal expansion 

The solution to this boundary-value model can be expressed in terms of the summation of 

an infinite number of eigenfunctions. The eigenfunctions are a complete set of orthogonal 

functions that satisfy the homogeneous Helmholtz equation and the two boundary conditions at 

each end of the tube. A solution for this eigenfunction set can be determined from the general 

pressure solution 

 (4. 5)                                                                   

And for particle velocity, 
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where NA  and NB  are two arbitrary constants which can be derived from the boundary 

conditions, Nk  is the allowed wave numbers associated with the Nth eigenfunction, 0  is the 

ambient density of air, and c is speed of sound. In order for the field to match the boundary 

conditions on the two ends of the duct, the constant coefficients NA  and NB  must satisfy: 
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The unknown coefficients NA  and NB  can be solved from equations (4.4) and the pressure can 

be written as an expansion of the eigenmodes: 

 

                                                          (4. 9) 

 

Where 
l

n
kN , 0l  is the source location, )(xN  are the eigenfunctions that satisfy the 

Helmholtz equation and the boundary conditions.  

4.2.2 Solution using Green’s function: 

For the one-dimensional field, there is a unique closed form solution. The Green’s 

function can be used in this situation to solve the second order differential equation. Instead of 

treating the source as one of the boundary conditions, a delta function can be introduced to the 

right side of the homogeneous Helmholtz equation to represent the source:  
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The Green’s function is the solution to the non-homogeneous 

Helmholtz equation: 

     (4. 13) 

where x  is the field position and  is the position variable along the duct which varies from 0 to 

l. The pressure can be calculated from the integration of the Green’s function: 
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Assume )(ˆ
1 xp is a solution which satisfies the left side boundary condition, and )(ˆ

2 xp is a 

solution which satisfies the right side B.C. The Green’s function can be written in terms of these 

2 functions: 
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At location , the Green’s function needs to satisfy the boundary condition: 

      ,0)(ˆ)(ˆ
1122 pcpc                                                           (4. 16) 

.1)(ˆ)(ˆ '
11

'
22 pcpc     (4. 17) 

In order to have a nontrivial solution, 

0
)('ˆ)('ˆ

)(ˆ)(ˆ

21

21

pp

pp
      (4. 18)                                                

)(22 xGkG



72 

 

Solving equations (4.15) through (4.18), 
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The pressure solution can be derived by integrating the Green’s function using equation (4.14): 
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To obtain the final solution, )(ˆ
1 xp and )(ˆ

2 xp must be determined from the homogeneous 

equations    
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and 

     (4. 22) 

 

Assume the solution 

      (4. 23) 

where coefficients A  and B  are two arbitrary coefficients yet to be determined. At the boundary 

x = 0, the solution needs to satisfy the boundary condition: 
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Coefficients A  and B  can be solved from equations (4.23) and (4.24): 

 (4. 25) 

 

     

 (4. 26) 

 

 

Similarly, 
2p̂  can be found using the boundary condition at x = l 
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A closed form solution of the pressure field can be derived by substituting 
1p̂  and 

2p̂  back into 

equation (4.20). 
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The boundary impedances can also be written in terms of the termination phasors. 
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If 
1AZ  is defined as the ratio of pressure and “left traveling” wave velocity at 0x , then  
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where 
1
 and 

2
are related the to the boundary reflection coefficients: 12

1 eR and 
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Expanding the sine and cosine terms using the Euler identity, 
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the pressure field can be written as 
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when lxl0 . Because of the symmetry between x  and 0l  in equation (4.1) and (4.2), the 

pressure field in the range 00 lx  can be derived by simply switching the positions of xand 0l

in the above solution: 
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when 00 lx . Combining these 2 solutions, the general solution for lx0  can be written 

as: 
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          (4. 37) 

This is the pressure inside the one dimensional duct with a sound source located at position 0l . It 

is a function of both frequency and location.  

4.2.3 Solution using equivalent circuit 

The linear one-dimensional sound system can also be modeled using an plane-wave 

equivalent circuit. A series of T-networks can be used to accurately model the impedance tube 

below the cut-off frequency of the first cross mode (see Fig. 2.2). 

 

 

FIG. 4.2.  Equivalent circuit model of the one dimensional source-on-the-side configuration. 

  

The non-ideal source can be modeled using a Norton-equivalent circuit involving an ideal 

volume velocity source with an impedance element in parallel. There is  a short tube with length 



77 

 

ls that connects this source to the main section of the tube. This is the distance from the 

equivalent depth of the speaker cone to the center of the main tube. The potential )(ˆ xp  

represents the pressure at field location x. A T-network connects this pressure probe point and 

the end impedance ZA2. It represents the l - x long duct segment between the right termination 

and the field location x. Similarly, two T-networks of length x0 and x - x0 respectively represent 

the duct between the left end impedance Zb and the source as well as the source and the probe 

point.  

Using the impedance translational theorem [2] and Thevenin’s theorem, the elements on 

the two sides of the probe point can be simplified and reduced to as few equivalent elements as 

possible. First the impedances ZA1 and ZA2 can be translated through the l - x duct section using 

the impedance translational theorem. This results in the two impedances ZAT1 and ZAT2 (see Fig. 

4.3). 

 

 

FIG. 4.3.  The equivalent circuit after the impedance translation. 
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As shown in Fig. 4.4, the elements on the left side of the probe point x can be reduced to a simple 

voltage source and a series impedance using Thevenin’s theorem. 

                      

FIG. 4.4.  The simplified equivalent circuit. 

The potential )(ˆ xp and flow )(ˆ xU  can be simply found using: 
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where, thp̂  and ATHẐ  are the Thevenin equivalent pressure and impedance derived in the 

appendix.  

4.3 Numerical comparison  

In order to compare the two different models that are based on the second order 

differential equation and the equivalent circuit, the solutions can be evaluated numerically. A 

plane-wave tube with length 109.8 cm is used for both models. A source is placed at 27.4 cm 
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from the left side of the tube. The pressure fields are sampled at 51 cm from the left side of the 

tube. As shown in Figs. 4.5 and 4.6, the two models yield nearly identical results for the pressure 

and particle velocity fields.  

 

FIG. 4.5.   Pressure field comparison at 57.4  cm (equivalent circuit solution vs. Green’s function solution). 
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FIG. 4.5.   Particle velocity comparison at 57.4  cm (equivalent circuit solution vs. Green’s function solution). 

 

The derivation using the equivalent circuit is much simpler. It also greatly simplifies the process 

of modeling the source. However the application of the equivalent circuit is restricted to the one-

dimensional sound field.  

 An experimental setup was used for measurements to be taken to further validate the 

modeled field. A one dimensional tube with length 109.78 cm was sealed with two stainless steel 

plates at each end. A side branch was connected to the main tube and centered at 27.39 cm from 

end left side of the tube. A loudspeaker was attached to the end of the side branch. The pressure 

field was measured with a type 1 prepolarized microphone at 92.4 cm from the left side of the 

tube. In Fig 4.7, the measured data is compared to the modeled pressure field at the same 

location.  
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                     FIG. 4.6.  Comparison of measured pressure and modeled pressure at 92.4 cm. 

4.4 Equalization Implementation 

  As discussed in the previous chapter, the sound field can be equalized based on single-

point pressure, smoothed single point pressure, spatially averaged  mean-square pressure, or 

energy density. For each physical quantity, four different algorithms can be applied to calculate 

the inverse filter: homomorphic inversion, weighted homomorphic inversion, least-squares 

inversion, and delayed least-squares inversion. The same algorithms can be implemented in 

equalizing the pressure field for the loudspeaker on the side configuration.  

4.4. 1 Homomorphic inversion 

This algorithm is used in the frequency domain for a direct inversion of the minimum-phase 

part of the original response. Figure 4.8 through 4.11 show equalization of the pressure field 

along the tube based on the inversion of a single point pressure, smoothed single point pressure, 

single point energy density and spatially averaged pressure. 
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FIG. 4.7.  Single point pressure EQ. 
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FIG. 4. 8.  Single point smoothed pressure EQ. 
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FIG. 4.9.  Single point ED EQ. 
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FIG. 4.10.  Spatially averaged pressure EQ. 
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Comparing the four physical quantities used for equalization, single-point pressure equalization 

yields the flattest spectrum at the point of equalization. However, due to the spatial variation of 

the spectrum, single-point pressure equalization can not correct the frequency responses at other 

locations. Often, the flatness of the spectrum at random field locations is worsened by boosting 

the spectral dips that are unique to the point of equalization. Smoothed pressure equalization 

reduces the spatial dependency of the sampled pressure by lowering the differences between 

spectral dips and spectral peaks. Therefore this may method yield a more global equalization 

result. Spatially averaged mean-square pressure gives the best result for all positions along the 

duct. This is because it only boosts the spectral dips that are common to all spatial positions. 

Single point energy density equalization generates a similar result. This is due to the fact that the 

spectral peaks and dips of energy density line up with those of the spatially averaged pressure in 

the one dimensional field. The difference between the energy density equalization and the 

spatially averaged pressure equalization is the result of the fact that for the speaker-on-the-side 

configuration, the speaker location produces spectral dips at different frequencies for the sound 

field to the left of the loudspeaker and to the right of the loudspeaker. The energy density to the 

left of the loudspeaker will pick up different dips than the energy density to the right of the 

loudspeaker. After the inversion, an equalization filter based on the energy density sampled at 

the left branch will make boosts at the dip frequencies that are not common to both sides of the 

loudspeakers. Spatially averaged pressure is more immune to such problems because it evens out 

the dips that do not occur at common frequencies between the left and the right side of the 

speaker. 
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4.4.2 Weighted Homomorphic Inversion 

As stated before in the previous chapter, delayed homomorphic inversion moves the zeros 

further away from the unit circle. Therefore, the added weighting gives a better inversion after 

the linear deconvolution is performed in the time domain. As the weighting coefficient increases, 

the deconvolution should converge closer to the ideal single impulse. Figure 4.12 shows that as 

the weighting factor λ increases, the error between the deconvolved signal and an ideal impulse 

response becomes smaller.  

 

FIG. 4.11.  Error signal as a function of weighting coefficient. 
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4.4.3 Least-squares inversion 

The least-squares inversion should yield the closest deconvolution to an ideal impulse 

response. This is due to the fact that the error signal between the deconvlution and the ideal 

single impulse response is mathematically minimized through the algorithm. As a result, the 

deconvolution result gives a dryer impulse than those of the homomorphic or weighted 

homomorphic inversions (FIG 4.12). 

4.4.4 Delayed least-squares inversion 

An improved inversion algorithm based on the regular least-squares inversion follows 

from the use of delay. The ideal single impulse response is delayed several samples before being 

subtracted by the deconvolution. The delay value is chosen by using the Simpson sidewards 

recursion in order to minimize the error between the deconvolution and the delayed ideal single 

impulse response. This error signal should decrease as the number of delays increases (see FIG 

4.13). 
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FIG. 4.12.  Error signal as a function of sample of delays. 

4.4.5 Comparison of the four inversion algorithms.  

The deconvolution results using these four inversion algorithms can be compared. As 

predicted, the delayed least-squares inversion gives the driest deconvolution. The undelayed 

least-squares inversion shows improvement over the two homomorphic inversion algorithms. 

The weighted homomorphic inversion generates drier result even though it yields exactly the 

same spectral magnitude equalization as the regular homomorphic inversion. The weighted 

homomorphic inversion improves the phase equalization over the regular homomorphic 

inversion in the frequency domain. This results in a better dereverberation in the time domain.  



90 

 

 

FIG. 4.13.  Comparison of the four inversion schemes. 

Here the source the sound field is equalized at the source location (27.39 cm to the end of the 

tube) using the inverse filter based on the single point pressure at the same position. From Fig. 

4.14,  it can be shown that the delayed least-squares method gives the driest deconvolution. This 
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is the preferred method for the inversion. As shown in section 4.4.1, energy density is the best 

physical quantity to generate a global equalization result over the listen area with the least 

amount of spatial averages needed. Using the delayed least-squares inversion, Fig. 4.15 shows 

the deconvolution results of the equalized pressure field at the point of equalization sensor (27.39 

cm to the end of the tube) and an arbitrarily chosen location (42.39 cm to the end of the tube.)  

 

FIG. 4.14.  Deconvolution results of  pressure field equalization  based on different physical quantities.  
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It can be shown from the deconvolution plots that although the single point pressure 

equalization generates a perfectly dry signal at the position of the equalization sensor, it 

elongated the ringing at other locations. This fact is also shown in the frequency domain 

equalization plot (see Fig. 4.8.). When generating a flat spectrum at the point of equalization 

sensor, more resonances are brought in to the spectrum at other points of equalization. Smoothed 

pressure equalization reduces the unintended artifacts from the equalization at locations other 

than the equalization sensor location and generates a more global equalization result. Spatially 

averaged pressure equalization gives the best equalization result across the field positions but it 

requires a large amount of spatial averaging to measure this physical quantity. Single energy 

density equalization yields a drier equalization result than the smoothed pressure equalization 

either at the sensor location or at other field locations. 

4.5 Conclusion 

In this chapter, three different theoretical models were discussed and compared. Modal 

expansion is a straight-forward way to model the sound field.  It also applies in one, two, or 

three-dimensional modeling. However, in numerical computation, it is impractical to have an 

infinite summation of terms. Truncating the higher-order terms usually affects the accuracy of 

the model. The closed-form solutions derived from the Green’s function or the equivalent 

circuits give the most concise results. They can be directly implemented for numerical modeling 

with no loss of accuracy due to the truncation of terms. The equivalent circuit provides a much 

simpler approach to solve the differential equation. It is shown numerically that the closed-form 

solutions derived from the Green’s function and the equivalent circuit yield essentially identical 
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results. However, both of these solutions are limited to the one-dimensional system and cannot 

be readily applied to two or three dimensions.  

Four different inversion schemes were implemented and compared: homomorphic 

inversion, weighted homomorphic inversion, least-squares inversion, and delayed least-squares 

inversion. The delayed least-squares inversion yields the best result in deconvolution.  This 

algorithm was applied to the pressure field equalization based on four physical quantities: single 

point pressure equalization, smoothed pressure equalization, spatially averaged pressure 

equalization, and energy density equalization. While spatially averaged pressure equalization 

gives the best result over the whole listening area, the amount of spatial averages to measure this 

physical quantity makes it impractical to implement. Single point energy density equalization has 

been shown to yield a more global equalization result than the single point pressure and 

smoothed pressure equalization. Due to the small number of sample locations required to 

measure the energy density (only one location was needed in the one-dimensional field), this 

method was much easier to implement than the spatially averaged pressure equalization.  

However, it still maintained a global equalization result for a “listening region” with the 

loudspeaker on the side of the tube. 
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Chapter 5 

 
Three-Dimensional Sound Field Modeling and Equalization 

 

5.1 Introduction 

A three dimensional sound field can be established in any enclosure with dimensions are 

large enough that modes of interest are not evanescent along any dimension. The characteristics 

of the acoustic energy content depend heavily upon the conditions of the boundaries. When the 

boundaries are acoustically rigid, the reverberant field dominates the direct field. And when the 

boundaries are anechoic, the direct field predominates. These are the two extreme conditions and 

most rooms fall between the fully reverberant and fully anechoic conditions. Without the content 

of the reverberant field, the anechoic field preserves the spectrum of the original source without 

the added coloration from the room. On the other hand, spectral colorations are present in a fully 

reverberant field due to the strong reverberant content. Under such circumstances, sound field 

equalization is required in order to restore the original spectrum of the direct sound field or 

desired audio signal.   

There are a number of ways to accurately model the steady state three-dimensional sound 

field. The boundary conditions of the room have a great impact on the final solution of the 

pressure field. Due to the steady nature of the fully diffused field, the boundary conditions can be 

modeled using the average absorption coefficients. This chapter will introduce and compare 

different ways of accurately modeling the sound field in a three-dimensional room. 
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5.2 Reverberation time measurement 

In a diffuse field, all directions of propagation contribute equal sound intensities. Under 

this assumption, the average energy sampled in a sufficiently large volume should have an even 

distribution across the field. A transient field needs adequate time lapse until such uniformity can 

be achieved. A common assumption is that this lapse is reached when the hundredth reflected 

wave arrives at a field position. A main character to describe the diffuse field is the reverberation 

time. Statistically, after the sound source is turned off, the running time average of the squared 

pressure or energy density follows an exponential decay curve: 

                      ,)0()( /tewtw  (5. 1) 

 

where )(tw is the energy density at time t and is the characteristic decay time, which is related 

to the volume of the room V  and the average absorption sA of the boundaries: 
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In this expression, c is the speed of sound. The time it takes for the energy density to drop 60 dB 

is the reverberation time 60T  , such that 
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For a fully diffuse field, the reverberation time is related to the volume V and the absorption 

coefficient i  of the ith surface: 
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Typical absorption coefficients of the boundary materials of the enclosure are frequency 

dependent. As a result, the reverberation time should also be a function of frequency. M.R. 

Schroeder [1] has suggested an integration method to directly calculate the reverberation time of 

a given enclosure from its measured steady state impulse response function. Ideally, the time 

variant energy content of a decaying field after a noise source is turned off should be obtained 

from numerous measured impulse response functions with random noise excitations. Such 

practice becomes impractical when the large number of impulse response measurements is 

required for the averaging process. However, a time integration of a single impulse response 

function can be utilized to substitute for the averaging of numerous impulse response functions. 

The equivalence of these two methods can be sufficiently validated when the excitation signal is 

fully stochastic. For example, suppose a band filtered “tone burst” )(tn f
of the desired frequency 

range f  is radiated into the enclosure. This band filtered tone burst should be random to assure 

the stochasticity of the process. This requires the autocovariance function of the input noise to be 

proportional to a Dirac delta function, 

),(]})(][)({[ 2121 ttNtntnE ff    (5. 5) 

where N is the power of the noise in the given bandwidth, and  is the expectation value of the 

input noise )(tn f
. Because of the random nature of this input noise, 0 . This leads to the 

simplification of Eq. (5.5): 

).()]}()][({[ 2121 ttNtntnE ff     (5. 6) 

 The instantaneous power at time t of the measured signal is the multiplication of the 

convolutions between the noise signal )(tn f
 and the impedance response )(th of the system: 
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Taking the expected value (ensemble average over different samples of the power spectrum) of 

both sides of the equation and using Eq. (5.6), the average signal power can be expressed as: 
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(5. 8) 

The integration thus eliminates the need for the ensemble average. A single impulse response 

function measured at any given location inside the enclosure is all that is needed to obtain the 

average power. Similar to the ensemble average, this reverser Schroeder integral smoothes out 

the random fluctuations of the decay curve of the impulse response function due to the 

contributing factors such as the initial magnitude and phase of the normal modes when the 

source was turned off.  

 In practice, a lower signal to noise ratio caused by the existing noise floor disallows the 

signal from decaying through the whole 60 dB range. Other issues arise when the Schroeder 

reverse integral curve consists of multiple decay slopes in the 60 dB range. In such cases, shorter 

decay times such as T30 or T10 can be extracted in place of the T60. These values estimate the 

time for the sound energy to drop 60 dB following the initial 30 dB or 10 dB decay.  

 In the experimental setup to extract the reverberation time from the measured impulse 

response functions inside a 5.7 x 4.3 x 2.5 m reverberation chamber, six random microphone 
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locations and two speaker locations were chosen according to the ISO standard 354:2003 [2]. 

This generates twelve speaker-to-microphone configurations. A dodecahedron source was 

chosen to cover the 50 Hz to 20 kHz frequency range and a subwoofer was used to cover the 25 

to 50 Hz range to ensure that adequate sound power was injected into the enclosure in the low 

frequency range. The reverberation time T30 was determined from the Schroeder reverse integral 

of the impulse response functions. All twelve locations were averaged according to the ISO 

standard 354:2003. These impulse response functions were filtered using third-octave-band 

filters in post processing. Each T30 was extracted within the individual third-octave band and all 

twelve configurations were averaged for each T30 measurement. The reverberation times 

measured for the chamber are listed in Table 5-1.  

Table 5-1: Reverberation Time  Measurement 

Frequency (Hz) T30 (ms) Frequency (Hz)  T30 (ms) 

25  

31.5  

40  

50  

63  

80  

100  

125  

160  

200  

250  

315  

400  

500  

630  
 

2940 
3130 
2907 
2572 
2822 
3108 
2378 
3677 
3265 
3545 
3453 
3730 

3465 
3390 
3680 

 

800  

1000  

1250  

1600  

2000  

2500  

3150  

4000  

5000  

6300  

8000  

10000  

12500  

16000  

20000  
 

 3662 
3734 
3587 
3353 

30334 
2637 
2266 
1932 
1656 
1329 
1009 

795 

580 
448 
397 
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These measured T30 values can be built into the three dimensional model to more accurately 

simulate the pressure field. 

5.3 Absorption modeling 

 The reverberation time reflects the loss in a system. This loss is the result of the boundary 

conditions that are absorptive as well as the air absorption in the system. In most cases, the air 

absorption is much less than the boundary absorptions. For a rectangular room the normal 

specific acoustic boundary impedance sZ  can be represented through the complex wave number 

k
~  in each of the three dimensions. Suppose the normalized unitless impedance of the two walls 

perpendicular to the x direction is       

.
0c

Zsx
x

      
(5. 9) 

From the Euler’s equation along the x direction, the x dependent factor of pressure is related to 

the impedance by the expression 

x

p
pkj x

xxx


~

     
(5. 10) 

Applying this equation to both of the boundaries, a relationship between the complex wave 

number xk
~

 and the boundary unitless impedance x  can be derived [3] [4]: 

,~

~
~

xx

xxlkj

kk

kk
e xx

     
(5. 11) 

where xl  is the length of the enclosure along the x dimension. There is not an analytical solution 

to this equation, but approximations can be made under certain circumstances. For the 
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reverberation chamber, the boundary impedance may be considered a large real number xx

. The right side of Eq. (5.11) can be then simplified as follows 
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(5. 12) 

The  imaginary part of the complex wave number xk
~  is much smaller than the real part due to the 

small amount of absorption present. Considering the fact that 1, xxRx jnljk
ee , Eq. (5.12) can 

be further simplified to 

.
2

1
,

,
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lk

k

k
e xIx       (5. 13) 

Using a Taylor series expansion about zero on the left side of the equation yields    
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(5. 14) 

When 0,Rxk , Eq. (5.12) can be simplified to 

.
2

1

,~
2

1

,

~

,

xIx

lk

xx

lkj

jk

k
e

k

k
e

xIx

xx





    

(5. 15) 
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Using a Taylor series expansion on the left side and discarding the negative sign on the left 

yields 
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(5. 16) 

This is the relationship between the real part and the imaginary part of the wave number along 

the x direction. Similar relations can be derived for the y and z directions. This shows that the 

absorption of the boundary conditions can be built into the complex wave number. For the three-

dimensional field, the complex wave number is the square root of the summation of the squared 

complex wave numbers in each direction: 

2/1
,

2
,

2
,

2
,,,,,,,

2
,

2
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2

222

)]()(2)[(

~~~~

IzIyIxIzRzIyRyIxRxRzRyRx

zyxN

kkkkkkkkkjkkk

kkkk
(5. 17) 

For the reverberation chamber, since the imaginary part of the wave number is small, the last 

term in Eq. (5.17) can be ignored. If Nk  is defined as  

,)( ,
2

,
2

,
2

RzRyRxN kkkk      (5. 18) 

Eq. (5.17) can be simplified as follows: 

2/1
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)(

2
1

~
IzRzIyRyIxRx

N

NN kkkkkk
k
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(5. 19) 

Since the second term is much smaller than 1 when the imaginary part of the wave numbers are 

of small magnitude, a Taylor expansion can be used for further simplification: 



103 

 

)(
1~

,,,,,, IzRzIyRyIxRx

N

NN kkkkkk
k

jkk

   
(5. 20) 

When the real parts of the wave numbers are not equal to zero, the relation in Eq. (5.14) can be 

used:  
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(5. 21) 

When the real parts of the wave numbers are zero, Eq. (5.17) becomes  
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Using relationship from Eq. (5.16) and a Taylor series expansion, 
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(5. 23) 

From Eq. (5.21) and (5.23), a generalized form of the complex wave number can be reached: 
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This form incorporates the loss from the boundary conditions into the complex wave number so 

it can be incorporated into the three-dimensional pressure field model to describe the boundary 

conditions.  
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5.4 Reverberant Pressure field modeling 

5.4.1 Eigenfunctions for a rectangular room 

 Similar to the one-dimensional sound field, the three-dimensional pressure field is 

governed by the Helmholtz equation. With a point source located in the three-dimensional 

enclosure, the pressure field satisfies the non-homogeneous Helmholtz equation. The solution 

can be derived from the eigenfunction expansion. For a rectangular room with rigid walls and 

dimensions xL , yL , and 
zL , the eigenfunctions  can be easily derived from the homogeneous 

Helmholtz equation: 

.022 k       (5. 25) 

Due to the linearity of the gradient operator  , the solution can be expressed as the 

multiplication of three independent solutions in each dimension: 

).()()( zZyYxX      (5. 26) 

The solution can be substituted back into Eq. (5.25). Dividing the result through by  

)()()( zZyYxX then yields 
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Using separation of variables, Eq (5.27) can be separated into three individual differential 

equations: 
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(5. 28) 
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where 2222
kkkk zyx

.  To satisfy the rigid boundary conditions located at 0x  and 

xLx , the solution for the factor in x is 

).cos()( xkxX x      (5. 29) 

The wave number xk  along the x direction is a discrete quantity depending on the length of the 

room in the x direction alone: 
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(5. 30) 

Similar results can be reached for the factors in the y dimension and z dimension. The final 

eigenfunction solution then becomes 
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(5. 31) 

where N  is the three dimensional index represented as follows 
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(5. 32) 

The eigenfunctions form a complete orthogonal set over the volume of the enclosure: 

zyx

x y z

nnn

zyx

L L L
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2     (5. 33) 

where  
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(5. 34) 

And 
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x y zL L L
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0 0 0

     (5. 35) 

5.4.2 Green’s Function 

When a source is present in the rectangular enclosure, a delta function containing the 

parameters of the source location can be introduced on the right side of the Helmholtz equation: 

 

),()()(ˆ)(ˆˆˆ
000000

22 zzyyxxQckjrrQckjpkp ss
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 (5. 36) 

where r ( 0x , 0y , 0z ) is the source location, sQ̂  is the complex source strength, 0  is the density 

of air and c is the speed of sound. In order to solve this inhomogeneous equation, a Green’s 

function can be introduced. This Green’s function must satisfy the same Helmholtz equation 

).(4)|()|( 00
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   (5. 37) 

The ectors r
 and 0r


 are the field and the source positions respectively. This Green’s function can 

be expanded using the eigenfunctions for rigid boundary conditions:  

0
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N
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(5. 38) 

Using Eq. (5.38), Eq. (5.37) can be reduced to 

).(4)()( 0
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(5. 39) 

Multiplying both sides of Eq. (5.39) by )(' rN


,  integrating both sides over the volume of the 

enclosure, and using the orthogonality relationship in Eq. (5.34)-(5.35) yields  
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(5. 40) 

Substituting this coefficient back into Eq. (5.38), the Green’s function can be represented in 

terms of the eigenfunctions: 
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(5. 41) 

From Eq. (5.36) and (5.37), the solution of the pressure field can be derived by simply 

multiplying the Green’s function by a factor of sQ
ckj ˆ

4
0 . This factor is equivalent to the source 

monopole amplitude Â  .  
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(5. 42) 

With the introduction of losses, the wave number Nk  becomes a complex number Nk
~

,  as 

derived in Sec. 5.3. The imaginary part is directly related to the boundary conditions, where most 

of the losses come from. The sound power output of a source is proportional to 
2

Â . 

5.4.3 Source power measurement 

 For  the three-dimensional experimental setup, a dodecahedron source was chosen 

because of its relatively uniform radiation. To estimate its sound power spectrum, the source was 

placed in an anechoic chamber centered beneath a half-circle microphone array with 13 

microphones spread of 15 degree increments. The array could rotate at 15 degree azimuthal 
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increments to cover a hemispherer. The system thus allowed the acquisition of 169 pressure 

measurements over the hemisphere. The source wass turned upside down to measure the 

radiation from the lower hemisphere. The sound power spectrum was estimated from averaged 

power spectra of all 338 microphone positions (see Fig. 5.1). 

 

FIG. 5.1.  Dodecahedron Averaged Sound Power. 

5.4.4 Sound Field Modeling 

A reverberation chamber with the dimension 5.7 m x 4.3 m x 2.5 m is modeled using the 

formulations derived in 5.4.2. The wave number Nk  in Eq. (5.41) becomes complex because of 

the absorption from the boundaries of the chamber. The imaginary part of the wave number can 

be computed from the boundary impedances of the chamber according to Eq. (5.23).  The 

boundary impedances of the reverberation chamber walls are similar, very large,  and related to 

the absorption coefficients through the simple relationship: 
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Because of their similarity, the absorption coefficient may be considered uniform on these 

surfaces. An average absorption coefficient can be used to calculate the loss inside the chamber, 

and through the reverberation time 60T  and Sabine’s equation: 

,
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V
s

      (5. 44) 

where A is the total surface area of the walls. The pressure field can be derived from Eq. (5.41), 

(5.42) and (5.23): 
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(5. 45) 

The modulus of the monopole amplitude Â  can be directly calculated from taking the square 

root of the power spectra discussed in Sec. 5.4.3. Essentially any complete set of eigenfunctions 

can be chosen for the expansion. However, the eigenfunctions derived in Eq. (5.29) have a fast 

convergence because the reverberation chamber boundaries are close to being rigid. The velocity 

vector field v̂


 can be derived from Euler’s equation: 
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The time-averaged energy density is the summation of the time-averaged potential energy 

density and time-averaged kinetic energy density: 
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For the reverberation chamber, the set of eigenfunctions derived under rigid boundaries Eq. 

(5.29)  is preferred for fast convergence.   

5.4.5 Numerical and experimental comparison 

 In order to test the validity of the model, a set of measurement was taken inside the 

reverberation chamber with the dimension 5.7 m x 4.3 m x 2.5 m. An arbitrary lower corner of 

the chamber was chosen as the coordinate system origin.  A dodecahedron source was placed at 

the location (1.1 m, 1.09 m, 1.72 m) and an energy density sensor was placed at location (2.98 m, 

2.37 m, 0.88 m). The reverberation time T30 was first measured as described in Sec. 5.2. and 

used in place of T60 due to the limitation of the measurable decay range. The average absorption 

coefficient can be derived from the reverberation time as described in Eq. (5.44). 

 For the numerical model, a 20 kHz sampling frequency was used. A total number of 

 modes were used in each Cartesian direction, where  is the length of the chamber in a 

given direction,  is the sampling frequency, and  is the speed of sound. This assures the modal 

expansion is are fully populated up to . The estimated sound power spectrum of the 

dodecahedron source was numerically resampled to the correct sampling frequency . The 

modulus of the pressure amplitude of the source was derived by taking the square root of the 

spectrum and incorporated into Eq. (5.45) for the pressure field model. 

 The pressure field at location (2.98 m, 2.37 m, 0.88 m) is measured using an EASERA 

system with the energy density sensor, which includes three pairs of phase matched microphones 

with a pair of microphones aligned along each Cartesian coordinate. A swept sine signal with 

48000 Hz sampling rate and 5.46 s  length was fed into the an amplifier to drive the source. The 

length of the signal was chosen so that the pressure field could reach a steady state response.  
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The impulse responses measured by the six microphones from the energy density probe could be 

transferred into the frequency domain through the Fourier Transform. The resulting frequency 

response functions were averaged in order to calculate the average pressure response at the 

center of the energy density probe. The gradient of the pressure field could also be calculated by 

subtracting the frequency responses from the pair of microphones along any axis and dividing 

the subtraction by the distance between the pair of microphones. Figure 5.2 shows the 

comparison of the modeled pressure and measured pressure at location (2.98 m, 2.37 m, 0.88 m).  

 

FIG. 5.2.   Measured Pressure and modeled pressure frequency responses comparison.  
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FIG. 5.3.   Measured ED and modeled ED frequency responses comparison.  

 

 

The modeled data and experimental measurements show very similar results. Several factors 

contribute to the discrepancies. First, the dodecahedron source was not omnidirectional at all 

frequencies [5]. The source becomes more directional as the frequency increases. Second, some 

discrepancies may have resulted from the inexact measurement of the source and probe. A third 

factor is the breakdown of the theoretical model under higher absorptive boundary conditions. 

From Table 5.1, it can be seen that above 8 kHz, the reverberation time drops down to 1 second. 

This is associated with an absorption coefficient around .10 for the boundaries and air. When the 

absorption coefficient is relatively high, the last term in the denominator of Eq. (5.45) is 
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dependent on the integration of the cross terms of  the eigenfunctions [6]. This will result in a 

slightly larger denominator in the equation (5.45).  

5.5 Three dimensional sound field equalization 

Direct invertion of the point pressure in a three dimensional field will introduce a series 

of problems. Due to the complexity of a reverberant field, the immense number of poles and 

zeros of the inverse filter will result in an impractically long length for the equalization filter [7]. 

Ringing effects will be introduced from the equalization. A third octave band smoothing is 

preferred under this context to shorten the original pressure or energy density impulse response 

in the time domain. The smoothed inverse filter can be modeled with smaller amount of poles 

and zeros.  

 

FIG. 5.4.  Third octave band smoothing of the energy density spectrum. 
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As shown in FIG 5.4, third octave band smoothing was used on the energy density measurement 

to produce a contour of the measurement energy density.   

 

FIG. 5.5.  Comparison of the energy density equalization schemes. 

FIG 5.5 shows the equalization results using different equalization methods described in the 

previous chapters. The first diagram shows the original pressure field without any equalization. 

The second diagram shows the homogeneous equalization at the same location of the pressure 

measurement. Since this equalization is performed in the frequency domain, the linear 

convolution in the time domain does not generate a dry enough deconvolution. The equalization 

at a different location shown in the third diagram gives roughly the same result. As shown in the 

previous chapters, the least-squares method gives the best deconvolution results in the time 

domain due to the algorithm that minimizes the error between the deconvolution result to an 

ideal single impulse. At a different equalization location, this method gives a less satisfying 

result because of the spatial dependence of the inverse equalization filter.  
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 When the complex smoothing is applied on the energy density equalization, similar 

approach can be applied. 

 

FIG. 5.6.  Energy density equalization. 
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Chapter 6 
 

Conclusions 
 

 

 This dissertation has presented a theoretical and experimental exploration of equalization 

schemes for loudspeakers and enclosed sound fields.  It has focused on both one-dimensional 

and three-dimensional sound fields.  It included methods of modeling simple sound systems in 

these environments, including a finite-impedance source and a physical field exposed to different 

boundary conditions.  A new method of equalization based on energy density was introduced to 

achieve improved global equalization results.  A method for quantifying the global efficiency of 

equalization schemes was also introduced and demonstrated. 

 The dissertation introduced a new method to measure source impedance.  It utilizes only 

a simple impedance-tube measurement to determine the loudspeaker enclosure impedance. The 

practicality of this in situ process shows significant benefits because it derives the actual 

impedance behind the loudspeaker cone from a single measurement in front of the cone. The 

necessity of physical disassembly of the loudspeaker enclosure in order to measure the enclosure 

impedance is thus eliminated.  The accuracy of the enclosure impedance measurement is also 

improved because the circuitous paths through and around the driver assembly within the 

enclosure are fully represented.  The simple measurement with a one-dimensional impedance 

tube further removes the need of an anechoic chamber.  The method enhances the loudspeaker 

cabinet model from current standards, which typically use only basic lumped-element 

approaches.  It has shown a greater degree of accuracy and can be utilized in most applications.  
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Yet, further research is needed to produce theoretical models that more accurately model 

loudspeaker enclosures with drivers present and in operation.  

 The one-dimensional pressure fields for a loudspeaker on the end of a tube, a loudspeaker 

on the side of a tube, and the three-dimensional pressure field for single point-source were 

theoretically modeled and investigated.  Experimental measurements were found to substantiate 

the models.  For the one-dimensional fields, both an equivalent circuit approach and an analytical 

approach based on differential equations were used in the modeling.  Consistent results were 

generated in both cases.  The measured loudspeaker enclosure impedance was incorporated into 

the models to better match actual system conditions.  For the three-dimensional field, an 

eigenfunction expansion was used for modeling.  A method of representing the absorption in an 

experimental reverberation chamber field was explored.  The spectrum of the field pressure due 

to a point source was modeled and found to be similar to that measured at the same location. 

 Equalization methods based on energy density were compared to traditional single-point 

pressure equalization methods.  Standard inversion algorithms, such as the homomorphic 

inversion, least-squares inversion, and complex smoothing were used to derive the equalization 

filters.  That based on energy density gave more spatially uniform equalization results, greatly 

reducing the number of samples required to achieve a desired equalization result over a defined 

listening area.  

 A figure of merit called the global listening area equalization coefficient (GLAEC) was 

introduced to evaluate the spatial and spectral uniformity of the equalized fields.  It showed a 

certain degree of consistency when evaluating the uniformity of the fields but it did not weigh 

the spatial uniformity and the spectral uniformity equally because it first calculated the spatially 
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averaged squared pressure after equalization then performed the standard deviation on that 

spatially averaged squared pressure. 

 As with all research, new ideas, concepts, and suggestions have arisen for future 

exploration in the areas of modeling and equalization of enclosed sound fields.  Two suggestions 

merit mention here.  First, a more accurate theoretical model for the loudspeaker enclosure 

impedance is still needed.  Whether the impedance can be adequately represented by judiciously 

chosen lumped elements still remains in question.  Second, as energy density is not uniform for 

one-dimensional fields when a loudspeaker is on the side of a tube, or in three-dimensional 

fields, other physical quantities (or combinations of quantities) that are more spatially uniform 

are desired for equalization filter design.  Additional exploration of energy-based or other sound 

field quantities for this purpose is encouraged. 
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Appendix: Derivation of the Thevenin’s equivalent circuit 

Given the circuit in Fig. A.1, we wish to obtain the Thevenin equivalent circuit. 

 

  

FIG. A.1.  Equivalent circuit to the left side of the loudspeaker. 

To begin with, ZATH is the impedance of this circuit with the volume velocity source replaced by 

an open circuit. The impedance blocks can be combined in six steps: 
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From Thevenin’s Theorem, thp̂  is the open circuit potential. The impedances can be 

grouped first: 
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By using the current divider rule, the open circuit potential can be found in four steps: 
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