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ABSTRACT

AN EVALUATION OF A LOW-COST UAV APPROACH TO NOXIOUSWEED

MAPPING

Brandon T. Jones
Department of Geography

Master of Science

Mapping their location and extent is a criticalpste noxious weed management.
One of the most common methods of mapping noxicesds is to walk the perimeter of
each patch with a handheld GPS receiver. Thisesrtethod used at Camp Williams, a
National Guard Bureau training facility in Utah wehis study was conducted. It was
proposed that a low-cost Unmanned Aerial VehiclaYthat made use of a hobbyist
remote control airplane equipped with a Global fasing System (GPS) receiver and
digital camera could be used along with automated-processing techniques to reduce
the cost of weed mapping compared to the on fothoage Two noxious weeds were
studied: musk thistleQarduus nutans) and dalmation toadflax.{naria dalmatica). The
musk thistle was visually identifiable in the imagéut the dalmation toadflax was
confused with yellow sweet clovemélilotus officinalis). It was found that after the

automated post-processing the photos were notigosit well enough to produce a



consistent and accurate weed perimeter. A sumgghdkassification was attempted with
imagery of the musk thistle, however, the accuiEadye classification was too low to be
able to identify the weed perimeter from the classiion. To achieve accurate results
the photos had to be registered to a base imagtharmkerimeter of each patch hand
digitized. The time it took to do so increased¢bsts well above the on foot method. A
number of improvements to the UAV could make thagmregistration step

unnecessary. There are other applications forwhis low cost UAV could be used.
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Chapter One: Introduction

With increasing technological advancement, thegaats that humans have on the
natural environment have also increased. Of pdaticconcern for this study is the effect
our activities have had on propagating the spréaavasive weeds which are costing
millions of dollars and reducing biodiversity (Di@aso, 2000; Wilcovet al., 1998;
Simberloff, 1996; Pimentel et al., 2000; Tempehlet2004). In addition to the costs of
reduced productivity in agriculture and rangelané tb weed infestations, controlling
weeds has proven to be quite costly as well. AiBgant part of controlling weeds is
recording where the weeds are and quantifying #dent. Using a low-cost approach
by using an off the shelf model airplane and otifethe shelf components, it was
thought that mapping weed infestation areas froateferenced images taken from the
aircraft could reduce these costs of recordingqahtifying areas covered by weeds.
The research performed to investigate this hypattased to reject the null hypothesis.
That is, it failed to reject reasonable doubt thdw-cost UAV could reduce the
recording and quantifying costs.

The research was performed at Camp Williams wisch Wtah Army National
Guard (UTARNG) training facility that straddles tBalt Lake County and Utah County
border (Figure 1.1). Camp Williams comprises agpnately 25,000 acres of federal
public land. There are a number of noxious weedad at Camp Williams. A noxious
weed is any invasive plant that is considered byesgovernment entity to be harmful to
industry or the environment. Noxious weeds haveetonanaged at Camp Williams in

accordance with Executive Order 13112 Section Brewls “each Federal agency whose
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Figure 1.1: Camp Williams, a Utah Army National Guard training facility where this study took place.




actions may affect the status of invasive spediafl s. . detect and respond rapidly to
and control populations of such species in a cfisti#&ve and environmentally sound
manner; monitor invasive species populations atelyrand reliably; . . .[and] conduct
research on invasive species and develop techeslaogi. . . provide . . . sound control of
invasive species” (National Invasive Species Infation Center2006). The State of
Utah also has a law called the Noxious Weed Actiwinequires all property owners to
eradicate any weeds listed in the act if found wasgroperty (State of Utah Department
of Agriculture and Food, 2007).

Every summer the Environmental Resource Manage(&&ti) office of the
UTARNG hires several college students to contrelribxious weeds at Camp Williams.
The interns begin their duties by scouting theaitation for noxious weeds. They do
this by driving around in a vehicle on Camp Willisimoads and visually scanning the
terrain as they go. Once a weed patch is discdvley get out of the vehicle and
proceed to map the perimeter of the patch. Thi®me using a handheld GPS receiver
which is set to record a polygon as they walk adothve weed patch. This is a common
approach as discussed by Stafferdl. (1996) and will be hereafter referred to asdhe
foot method. The interns are given little guidance as to vduaistitutes a weed patch in
terms of density. They are instructed to lookéeny of the noxious weeds listed by the
State of Utah or the federal government. The psepad recording the noxious weed
patches at Camp Williams is threefold: 1) to docotr{or analysis of trends and to
qguantify the extent of noxious weed invasions given year), 2) to determine the

amount of area that needs to be treated (for biddurposes if the extermination of the



weeds is to be done by a third party), and 3) esdhireating the areas (if they are a third
party) can find those areas.

In 2006 the top five noxious weeds in terms oharevered at Camp Williams
were: (1) Musk Thistle@arduus nutans) at 147 acres, (2) Dalmation Toadflararia
dalmatica) at 39 acres, (3) Whitetop or Hoary Cressp{diumdrabaL.) at 11 acres, (4)
Scotch Thistle @nopordum acanthium) at 4 acres, and (5) Medusahe@defiatherum
caput-medusae) at 1 acre. Everything else was less than an agperoximately $30,000
was spent on managing noxious weeds at Camp W4liar@006 which includes the
wages for the crew and minor equipment costs (lhB26807).

A. The Study Areas

There were two study areas used in this studydisated in Figure 1.1; also
Figure 1.2 shows aerial imagery taken in 2003 efsiudy areas. The study areas were
chosen because they have relatively flat terrathaagood smooth gravel road next to
them for the aircraft to use as a runway. Theasgysareas were chosen to test the limits
of the UAV acquired imagery. Study area one wasseh as an area where the weeds of
interest would be easily distinguished from theuretvegetation. It was known before
hand at study area two that there was a plantdbked similar to the target weed. The
goal for study area two was then to see if the emafyom the UAV would be good
enough to differentiate between the two plantsnitad resources and the inaccessibility
to many areas at Camp Williams by the UAV methedtricted the number of study
areas and noxious weeds to be studied.

Three flights were performed at study area onenfue good data and two

flights at study area two were sufficient. All thights were performed the second half
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Figure 1.2: This is imagery from a 2003 aerial phtograph with one foot resolution and 3
meter accuracy. The weed perimeters are those olimed by walking around the weed patches

with a handheld GPS receiver.



of June 2006. Prior to that time approximatelyri@nths of after hours time had been
put into preparation for the data collection witbsnhof that time spent building the
UAV.
B. Potential

There is a niche a low cost UAV could fill in thelfl of remote sensing if enough
effort were put into researching and developingntteghodology (which includes
acquisition of data and post-processing of dagyyell as testing various off-the-shelf
components in the data collection process. Thadtewould include mapping weeds on
small to medium sized farms as well as in larged lmanagement situations within a
kilometer of roads where most weeds are found @dlbnd Belnap 2003; Parendes and
Jones 2000; Trombulak and Frissell 2000; Tysen&ndey 1992; Watkins et al. 20D3
It is similar to the printing of a few copies onw@ersonal computer printer or printing
thousands of copies on a press. Your personal gnprinter has a price advantage
when printing a few copies like a cheap UAV woulvé a price advantage compared to
manned airplanes, satellites, or higher cost UAVsed over a relatively small area.

There are many possibilities that could take athgaof this idea. With just a
little more improvement in the equipment used fos project some important
improvements in efficiency could be reaped in rdgdo mapping weeds and other
targets. There are other possible applicationa fow-cost UAV based georeferenced
imaging system as well. In the area of land mamag, land impact monitoring over
limited areas could be possible. This would regjdiming multiple flights on different
dates of the same area and then comparing theahémge detection. The low-cost

UAV could also be used to do biological populatsumveys of plants and animals like



that done by Jonest al. (2006). Costs are declining for off-the-shelfagilots for
recreational R/C aircraft (Espinar and Wiese 2Q@6eset al. 2006) and other important
devices which will help improve the efficiency agiflectiveness of using a low-cost
UAV.
Chapter 2: Literature Review

The task of controlling invasive weeds can lgasated into three land use types:
agricultural, rangeland, and non-livestock governnt@and. The required amount of
control, and therefore ability, to detect and ntapweeds is different in each category.
In the agricultural setting it has been suggedtatiweeds should be detectable at a
density of 1 or more plants per meter squared (Metlial., 2000). In rangeland and
other government lands, which is the focus of tegearch, such a strict requirement is
not necessary. The background literature usedgpast this study, therefore, did not
focus on agricultural land management.
A. Impact

Fifteen percent of introduced species, not justdge “devastate farms and
forests, impede waterways, foul lakes and pondsctifiuman health, and invade natural
areas and replace native species” (Simberloff, L996Bese invasive species are costing
billions of dollars in damages and mitigation effor The effects of noxious plants in
rangelands cost more than any other pest (DiTon28$8)). In 1996, 16 million acres of
rangeland were heavily affected by non-native glaatfigure that was growing at a rate
of 2,300 acres per day (Simberloff, 1996). Pimilegital. (2000) point out that some of
these weeds, leafy spurdeuphorbia esula) for example, are toxic to cattle and wild

animals. Some weed infestations can reduce thectgf grazing by 50% while



“direct losses due to poisoning of cattle and shied®88 were estimated at $169 million
with an additional $65 million in indirect lossessaciated with reduced reproduction and
growth rates and lower quality milk or wool” (DiT@so, 2000).
Wilcove et al. (1998) point out the devastating effect alien pkpecies are

having on biodiversity. They also mention thaealplant species are a significant
contributing factor to the demise of 57% of thenpdaconsidered imperiled by the Nature
Conservancy or are included in the Endangered 8péait as endangered, threatened, or
proposed species. As a general rule, human causteidoéinces such as roads or trails,
cultivation, grazing, trampling, and domestic urade$ are often considered to have more
effect on the occurrence of noxious weeds thanrabldisturbances (Rewt al., 2005).

There are a number of methods of locating angiping these weeds. There is
GPS-assisted field walking (Staffoetlal., 1996), intensive grid sampling (Gouelyal .,
1999), vehicular-based manual scouting (Real., 1996), predictive models (Resw
al., 2005; Rinella and Sheley, 2005), near groundjinta(Guyeret al., 1986; Sadjadi,
1996; Yanget al., 1999), and remote sensing from UAV or mannedair¢Lamb and
Brown, 2001; Shaw, 2005; Brown, 1994;Andersbal .,1999; Everittet al., 1995;
Medlin et al., 2000; Rewet al., 2005; Huntet al., 2004; Brownet al., 1994; Lamb and
Weedon , 1998; Herwitet al., 2003; Hardin and Jackson, 2005)
B. Remote Sensing of Weeds

There are a number of limiting factors that hagptkraditional remote sensing

from becoming a truly effective tool in the contadlweeds. As a basic rule, the higher
the spatial resolution the greater the abilityrEmote sensing to distinguish the least

dense weeds from the soil/plant background (LantbBrown, 2001). Thisis a



limitation because as image resolution increasetes cost. Other limitations are the
spectral resolution (how many and how narrow aeebdnds being detected of the
electromagnetic spectrum), temporal frequency, gssing time (Shaw, 2005), and high
costs. Satellites are not useful in detecting bardbundling weed populations, although
they have the advantage of covering a large gebgrapea over a short period of time.
The major impediments to using satellite acquirathére low spatial resolution, and
slow turnaround from acquisition to delivery (Sh&005). Turnaround time is more
critical in agriculture where Andersanal. (1999)suggest that crop producers require
imagery between 24 and 72 hours after acquisitiimaw (2005) points out that it takes
between 20 to 24 hours to produce finalized imafyeny an aircraft. He continues by
saying, “although detection of invasive speciegon-agricultural lands] is also time
critical, the timing of detection is usually notnsidered as demanding as agronomic
applications, on the order of weeks rather tharrdioudays.”

In the agricultural setting in which there is zésterance for weeds, remote
sensing may never be solely sufficient (Lamb analBr, 2001). The margin of error is
much greater in rangelands and other public lath@sefore, remote sensing may be
sufficient in locating and monitoring weeds in tagettings. The greatest drawback is
the cost of remote sensing. Rapid developmenigitatiaerial cameras and improved
aerial positioning coupled with new methodologiel evive prices down while
simultaneously increasing effectiveness.

C. UAVs
The acronym UAV became prominent in the public eité the emergence and

use of the Global Hawk and Predator aircraft rdgarged in Afghanistan (Coffey and



Montgomery, 2002). UAVs have been primarily usedrhilitary purposes despite the
obvious potential they have for scientific reseaand civilian applications. There are a
number of reasons why non-military use of UAVs hasyet become common. Besides
the Global Hawk and Predator, UAVs are largely stib research and development
stage. Most UAVs being developed are requirechbyRAA to be flown in restricted
airspace and to have a permit which has geneawvallybeen given out for a specific time
and location. Only the Global Hawk has had “roapermission to fly, and only out of
Edwards AFB”(Schoenung, 2003). Nyquist (1997) dtids one of the usual
requirements for the FAA to grant a permit is tinat “UAV has a ‘see and avoid’
capability . . ., or is followed by a manned chpme, or that the operator maintains
direct visual contact . . . at all times.” Schoegyrovides hope by saying that “efforts
are underway by an industry team, working with gowgent agencies, to develop routine
access [for UAVs] to the National Air Space.” Hlgamany of the UAVs being
developed generally are designed for long fligfiten 6 to 96 hrs) at high altitudes
(from 10,000 ft. to 70,000 ft.) with large paylog@i®m 5 to 1900 Ibs) and are
completely autonomous or nearly so. That kindagfability comes with a high price tag
which puts UAVs out of reach for day to day openatby those with suitable
applications.

An example of one of these higher cost UAViesPathfinder UAV funded by
a $3.76 million grant (Ames Research Center 20@fM NASA. Herwitzet al. (2003)
demonstrated some of the capabilities of this UAMIing it over a coffee plantation in
Hawaii. It is a solar powered semi-autonomous ummd craft designed for remote

sensing. With their Kodak RGB camera they were ébldetect outbreaks of invasive
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weeds and irregularities in fertilization on thamation. With the multi-spectral camera
they were able in some instances to tell riperegsld. The biggest drawback to this
platform is the costs associated with building apdrating it.

Examples of lower cost UAVs do exist. Espinar sviese (2006) used a low-
cost UAV made from off the shelf components inchgda hobby store scaled aircraft.
Their UAV was not made for remote sensing but fosampling. Another major
difference with their UAV was its autonomous cajiibs. This allowed for precise
control of the location and flight pattern of thaircraft at all times while in flight. Even
though they had autonomous flight capability, tikeye able to keep the cost under
$6,000.

There have been some efforts at using low-cost §/f¥ remote sensing. They
tend to have a number of things in common: theyershort flight durations (an hour at
the most), can't fly very high (less than 300\f&L), can't carry much weight (around
five pounds.), are not restricted by the FAA beeanfstheir low flight altitude, and cost
less than $10,000.

Quilter and Anderson (2000) used a remote contirplame, alternately using a
35mm camera and digital camera (number of pixelspecified) inside the aircraft to
obtain imagery for analysis and documentation. yMaere able to document and analyze
the effect of structures called barbs that wereqaan a river to cut down on bank
erosion. They also analyzed plant stress usimgred film. They note their feelings of
how helpful the bird's eye view is in communicatidgcumenting, and analyzing objects
and patterns on the ground and that for small logata UAV is much more practical

than having a manned aircraft collect imagery.héit (2006) did a similar study using a
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lighter than air blimp with a digital camera harmgimeneath to document and analyze
vehicular impact on vegetation at Fort Riley. Tpatkage cost approximately $7,000.
Nyquist (1997) describes a project developed by Ridkge National Laboratory (ORNL)
that made use of a modified hobbyist aircraft vaitB5 mm camera and a video camera
inside which cost less than $5,000.

Hardin and Jackson (2005) used off the shelbtemontrol airplanes to locate
noxious weeds. Their plane had a common GPS andrean order to geo-locate the
weeds found in the imagery. Their airplane wde &dbachieve altitudes of 1 kilometer
and fly as far away horizontally as 1 kilometer \whinder pilot control. The images
could be georeferenced to 3 meter accuracy but marerthorectified. Their ability to
detect weeds in the imagery is comparable to araote sensing platforms. They were
able to do this at a modest equipment cost of $1,50

Jonest al. (2006) used a small autonomous aircraft which they custom built.
Their UAV cost approximately $35,000. They equighpleeir aircraft with a progressive
scan video camera which captured live video that semt to the ground by radio. The
purpose of their UAV was to do surveys of wildlgepulations. The imagery was not
georeferenced in any way.

There are dozens of other low-cost UAV experiméaitang place in the
world that have not as yet made it into the literat Currently the single largest obstacle
to greater UAV implementation is the confusion owio can fly them as well as when
and where they can be flown legally. When regataress to regulated airspace is
granted to UAVs it is likely a great surge in resbaabout UAVSs, as well as research

that takes advantage of them will happen.
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Chapter Three: Research Methodology

This research was performed at two study areasuapCNilliams (Figures 1.1
and 1.2). The first study area was chosen to maeithe difference between the target
weed species and the native vegetation. The ptiguier and large size of the musk
thistle Carduus nutans) (Figure 3.1a) in this area makes it the easiegtdaat Camp
Williams to see in the imagery. Vegetation in stagea one consisted primarily of sage
brush, grasses, and musk thistle. Study areaviagochosen to determine the
discriminatory ability of the images in an area vehevo plants with similar
characteristics coexist. The target weed specassdalmation toadflax_{naria
dalmatica) (Figure 3.1b). The other plant in the area walbow sweet cloverNelilotus
officinalis) (Figure 3.1c). Other vegetation in study area imcluded a variety of
flowering plants, grasses, and oak brush.
A. Data Collection

A Kadet LT-40 (Sig Manufacturing Company, Montezur#g R/C airplane
equipped with an Airtronics radio receiver and ssrand controlled by an Airtronics
Radiant 6 channel computer transmitter (Airtrornes , Anaheim, CA), all purchased at
a local hobby store, were used for this study. diheraft was also equipped with a
Nikon Coolpix 5000 5 megapixel digital camera (Nikdoc., Melville, NY), a Garmin
Gecko 201 GPS receiver (Garmin Ltd., George Towan@ Caymon, Caymon Islands),
and a DigiSnap 2200 intervalometer (Harbortronic€1, Gig Harbor, WA) which were

used together to acquire imagery of the study aréas intent was to georeference the
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(c) Yellow Sweet CloverNelilotus officinalis)

Figure 3.1: Important plants studied at Camp Williams for this research.
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o ::lzllr:
e .
Harbortronics
Garmin DigiSnap 220
Gecko 201

The camera inside the aircraft.. The Digisnap \veated under the nose hatch and the Gecko waseskon
top of the nose hatch by Velcro and a rubber band.

Sig Kadet Lt-40 Nikon Coolpix 5000

Figure 3.2: Equipment used for data collection.
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acquired imagery and map the weed infestation @emFigure 3.2). The intervalometer
was connected to the camera and set to triggeraimera every three seconds. The main
reason for the three seconds between pictureshedadt that the camera could not write
to the memory card faster than three seconds.

A desktop computer R/C flight simulator called RE&dht 2.0 (Hobbico Inc.,
Champaign, IL) was used to train the pilot. THetdbgged approximately 30 hours on
the simulator before he attempted to fly a real Rifglane. The 30 hours proved to be
sufficient as he was able to fly the real R/C aificat that point.

The process of performing a flight was made up o@ilmber of preparatory steps:

* A picture was taken of the clock on the GPS receiVéis was for post-
processing at which time the amount of offset betwine camera time and the

GPS receiver time was accounted for. This was rtapbbecause time was the

variable used to link the pictures to the GPS tagja

* The camera was placed within the fuselage.

* The intervalometer was plugged into the camera

» The camera was turned on.

* The wing was placed on the aircraft using rubbeidsa
» The engine was started.

* The intervalometer was started.

* The GPS track log was then started on the GPSveacei

Once the intervalometer was started pictures Wwengg taken from that point on
until after the landing of the aircraft, at whictme the intervalometer was stopped. This

approach wasted space on the memory card by filiwggh some useless photos;
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however, the memory card storing the photos haapadaity of one gigabyte which was
comfortably more than enough for the length of titme aircraft could stay aloft. The
amount the memory card could hold also dependeti@nompression setting on the
camera, for example, the photo quality settingflights one, three, and four wasrmal,

for flight two it washigh and for flight five it wadine, however, none of the settings used
up all the space on the card on any of the flightssave space on the card one of the
unused radio channels could have been used aldh@wervo and rod to allow the pilot
to start the intervalometer when the aircraft wathe air ready to take photos. By
starting and stopping the intervalometer on theigdoit ensured the camera was working
the entire flight.

When all the above steps were completed, the &irges ready to take off. It
required about 20 to 50 meters of road to acc@eaatakeoff speed. Once in the air the
aircraft was immediately flown over the weed padcba. The aircraft was allowed to
climb to somewhere between 50 and 100 meters (deted by user judgment). There
was no way to tell exactly how high the aircraftsvaauring the flight, but it was known
that if the aircraft flew too low the photos wouldt likely cover the entire area of
interest due to the small amount of area each photdd cover. It was also desirable to
have as high a resolution as possible so it waesirable to fly the aircraft too high.

The average height above ground for flight thredetsrmine in post-processing was
about 57 meters. At this height the entire weddlpwas able to be imaged in the time
that the aircraft was flown, which was about 7 nisu The plane had to be kept as
level as possible in order to have usable imadeaidould be georeferenced accurately.

There are low-cost devices that can be put into&v/@anes that automatically keep the
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plane level, however, they depend on the horizaioteo and the horizon at Camp
Williams is obstructed substantially by the lo@train. The aircraft was flown over the
same areas multiple times to ensure complete cgeearbthe study area. The aircraft
was brought down for a landing after which evenmyghivas turned off and put away.

The on foot method, which is the method currensigduat Camp Williams, is
much more straight forward. The process involvatking around the perimeter of the
weed area while recording a polygon on a TrimbleX3eGPS receiver (Trimble
Navigation Limited, Sunnyvale, CA). The polygorstsred in the receiver until
transferred to a computer. Once on the compueed#ta is differentially corrected and
then transformed from the native Trimble GPS fdenfat to a shapefile which is then
merged with the weeds database for that year usiclidap (ESRI, Redlands, CA).
B. Post-Processing

Post-processing was only performed with photomfflight three. At study area

one, three flights were performed. Only data fimme of those flights was used,
however, because experimentation with camera gstand poor flying conditions (i.e.
high winds) resulted in poor quality photos frore thither two flights. Two flights were
performed at study area two. Good data were oddairom both flights, however, little
analysis was done with that data due to the eadlzation that differentiating between
the toadflax and the sweet clover would not be iptess

After collecting the data with the UAV a numberpafst-processing steps had to
take place. The steps took place as follows:

Step 1 Image Selection
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This step was necessary to reduce the amount efthenremaining steps took.
Images that looked fuzzy or distorted in some wayenexcluded, as were images that
were obviously taken while the plane was not l¢ee¢he ground (that is the center of the
image was off nadir). The images had to be grasf$lgadir in order for it to be apparent
by just looking at the photos. Images that wertside of the study area were also
filtered out. Microsoft Window’s Picture and Faxewer® was all that was used to do
this. Each photo was briefly looked at and if afyhe problems mentioned above were
found the photo was immediately removed from furtirecessing.

Step 2 Georeferencing Images

A Visual Basic program written by Hardin (2005) wasedified for use with the
data collected for this project. Its purpose watke the GPS log, match a GPS record
from that log with the correct image, and createdd file (.jpgw) for that image
containing coordinate and scaling information.al$io calculated the direction of flight at
the moment when the photo was taken in order eiedhe image in the proper
orientation. The direction of flight along withhar information was written to a .csv file,
a format that can be read in ArcMap.

A free downloadable software package called GP¥XMaker was used to get
the GPS log off of the Garmin Gecko. The log weshtsaved as a GPSTrackMaker text
file. A short program had to be written to transiche GPSTrackMaker file into a
format necessary for use in the georeferencingveoét (Figure 3.3). Hardin’s (2005)
program requires a text file that contains theofelhg: the name of the site that was

studied, the file name (including extension) fae BPS log, the date, the path to an
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(a) Format generated by GPSTrackMaker.

t,d,40.404861,-112.023876,06/19/2006,16:05:49, D481
t,d,40.404861,-112.023876,06/19/2006,16:05:50, D480
t,d,40.404840,-112.023833,06/19/2006,16:05:51, D480
t,d,40.404840,-112.023854,06/19/2006,16:05:52, D480
t,d,40.404840,-112.023854,06/19/2006,16:05:53, D480
t,d,40.404840,-112.023833,06/19/2006,16:05:54, /56.

t,d,40.404882,-112.023575,06/19/2006,16:05:55, 00
t,d,40.404904,-112.023425,06/19/2006,16:05:56, /3310
t,d,40.404904,-112.023339,06/19/2006,16:05:57, IBEHO
t,d,40.404925,-112.023296,06/19/2006,16:05:58, ¥210
t,d,40.404925,-112.023253,06/19/2006,16:05:59, B5420
t,d,40.404925,-112.023232,06/19/2006,16:06:00, 33530
t,d,40.404925,-112.023211,06/19/2006,16:06:01, B3530
t,d,40.404947,-112.023189,06/19/2006,16:06:02, 75740
t,d,40.404947,-112.023168,06/19/2006,16:06:03, I80
t,d,40.404947,-112.023168,06/19/2006,16:06:04, 3850
t,d,40.404947,-112.023146,06/19/2006,16:06:05,113/0.

t,d,40.404947,-112.023146,06/19/2006,16:06:06, 150.

t.d,40.40494°-112.023125,06/19/2006,:06:07,1577.661

(b) Format required by Dr. Hardin’s program.

D
1
160549,4024.291660,N,11201.432560,W,1, 09,1.1, D481M
160550,4024.291660,N,11201.432560,W,1,09,1.1,148IM0
0
2
160550,4024.291660,N,11201.432560,W,1,09,1.1,148IMD
160551,4024.29040,N,11201.429980,w,1,09,1.1,1481\M04
0
3
160551,4024.29040,N,11201.429980,W,1,09,1.1,148]\M04
160552,4024.29040,N,11201.431240,wW,1,09,1.1,1481\04
0
4
160552,4024.29040,N,11201.431240,W,1,09,1.1,148]\M04
160553,4024.29040,N,11201.431240,wW,1,09,1.1,1481\04
0
5
160553,4024.29040,N,11201.431240,W,1,09,1.1,148]\M04
160554,4024.29040,N,11201.429980,W,1,09,1.1,1529.75
0

Figure 3.3: GPS log file formats.

20




ASCII national elevation model for the area of ret, the path to the directory storing
the flight photos and GPS log file, the time stavffget between the photos and the GPS
log (determined by using the picture of the GPSashg time), the name of the camera,
the focal length of the camera, the shutter spetiohg for the camera, the f-stop setting
for the camera, the datum that the coordinatelsardPS log are based on, a parameter
indicating whether or not to rotate the photos d8@rees, and a parameter indicating
whether or not to write a simple world file thatemts the photos North South East or
West or to write a much more complicated world filat contains rotation information
for the photo (information that would align the pt®with the direction of flight of the
aircraft when each photo was taken). Once theswihs loaded into the program no more
user input was required.

When a digital camera takes a picture it also stor®rmationabout the picture
in the photo file. That information includes thedtgngs of the camera when the picture
was taken and the time it was taken accordingdahlbck within the camera. Hardin’s
(2005) program makes use of a free program crdstéilandel (2007) called
“Jhead.exe”. Hardin’s (2005) program utilizes€db.exe” to extract the photo times
from each flight photo which is then matched wiik torresponding record (taking into
account the time offset between the camera andréé&sver) in the GPS log file.

The GPS log file (Figure 3.3) that is read into diais (2005) program contains
this information for each record: the photo timéHHMMSS, the coordinates in Latitude
and Longitude, a binary value indicating whethenatrthere was a Wide Area

Augmentation System (WAAS) signal being picked yph® receiver, the number of
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satellites that the receiver was picking up, amdatitude above Mean Sea Level (MSL)
of the GPS receiver in meters.

The coordinates from the GPS log file need to bereded to UTM before a
world file can be written for the photo. The wofilgé must have the same name as the
image it is referring to with the exception of hayia different extension, in this case
“Jpgw”. A world file contains six lines. The 8t line is the width of the area a single
pixel in the image covers on the ground and thetloline is the height of the area of a
pixel on the ground. Lines two and three are rad @olumn rotation values (set to zero
in a simple world file). Line five contains the WTeasting and line six contains the
northing for the coordinates of the upper left @raf the corresponding image.
Hardin’s (2005) program had the option to calcuthterotation values, but the results
were not always correct. For this project only@ignworld files were created. The last
two lines of the world file contain the coordinatdghe upper left corner of the image.

The coordinates contained in the GPS log file laeecbordinates of the center
point of the image (depending on how level the plaas at the time the picture was
taken). In order to determine the coordinatelierupper left corner of the image from
the coordinate of the center of the image a seal®f has to be determined which leads
to the size one pixel from the image would be angtound. To do this the height the
aircraft was above ground at the time the phototadsn has to be known. This is
where the national elevation model comes in. HeésdR005) program subtracts the
height above MSL of the UAV as recorded in the GdtfSfor each photo from the height
above MSL of the ground below for each photo tothgetheight Above Ground Level

(AGL) for each photo. Once the AGL is known a fatencan be used to determine the
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dimensions of the area a pixel represents on thengk. The formula is: (UAV AGL in
meters * 1000) / camera focal length in centimegteftength of a side of CCD element

in mm / 1000). A CCD is the sensor that interaath the light coming into the camera
to generate the digital image. A CCD is made ugelements, each element representing
a single pixel in the resulting image.

Once the size of the area a pixel covers on thengtess known, one can count the
number of pixels from the center of the photo ® l&ft hand side and multiply that by
the width of a single pixel on the ground and teehtract that from the easting for the
center of the image to get the easting for the aviil. The process is then repeated to
determine the northing value.

Hardin’s (2005) program also creates a .csv filg@ming information about
each image that can be read as a spreadsheetrnoshficExcel® or as a table in
ArcMap®. The attributes for each image that tllesdontains are: the date, the time, the
latitude of the UAV, the longitude of the UAV, thl'M easting of the UAV, the UTM
northing of the UAV, the UAV altitude (MSL) at tinedf photo snap in meters, the
elevation of the ground (MSL) below the UAV at titae of each photo in meters, the
UAV altitude (AGL) in meters, the scale factor, S$patial extent of the photo in ground
units (meters), the resolution of a pixel in meténe speed the aircraft was traveling in
meters per second, and the direction the UAV wageting.

To calculate the speed of the aircraft the proggaoups all the photos into pairs
like this: photo one with photo two, photo two wghoto three, and so on. Using the
Pythagorean Theorem the distance between therfiegie of the pair and the second can

be determined. That distance is then divided kydifference in seconds between the
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time of the first photo of the pair and the timenfrthe second to get the meters per
second.

The direction of flight, and therefore the amouhpleoto rotation, is found by
first determining the absolute value of the chaingke easting and northing between the
first photo in the pair and the second. If theeswio movement North or South (which
would mean the change in northing was zero) theratftraft must have been moving
directly East or West. The program then checksewif the change in easting was
positive or negative (going East or West) and ttetarns the result. The program then
does the same check to see if the aircraft wasmgadirectly North or South. If the
aircraft was not moving in any of the cardinal dtrens, an angle between 0 and 90 is
calculated by dividing the change of easting bydh@&nge in northing and then taking its
Arctangent, which is then multiplied by 57.2957t@%onvert from radians to degrees.
All that remains is the need to determine what gamstiin the cardinal direction system
the angle calculated above belongs in. If the ghan easting is positive and the change
in northing is positive, the program simply retuthe angle (quadrant I). If the change in
easting is negative but the change in northingsstwe, then the program returns 360
minus the angle (quadrant Il). If the change istieg is negative and the change in
northing is negative, then the program returnsatigde plus 180 (quadrant Ill). Finally,
if the change in easting is positive but the changeorthing is negative, then the
program returns 180 minus the angle (quadrant IV).
Step 3 Rotation of Images

A macro, which is a program written within an eéxig program to use the

underlying components for custom purposes, wasesrin ArcMap® to read in the .csv
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file and perform the rotation of the images to origtnem to the direction of flight of the
aircraft using a built in ArcMap® rotation tool’he process of using the macro involves
loading into ArcMap® all the georeferenced imaged then pressing the button that
activates the macro. The macro brings up a diatogthat allows the user to browse to
the .csv file, which contains the rotation direntfor each photo. Since the name of each
georeferenced photo or layer is the time at whietas taken, the macro matches up the
layer with the corresponding record in the .cs¥ €iing the photo time column in the
.csv table. Once the correct record is found en.tsv file, the values in the direction and
coordinate fields of the .csv file are used as igpor the ArcToolbox® rotate tool. The
ArcToolbox® rotate tool can be found in the Datandgement Tools toolbox under the
Projections and Transformations toolset and theleuthe Raster toolset.

The rotate tool requires as inputs the name ofayer being rotated, the name of
the new layer which will be the result of using thel, the UTM coordinate within the
photo about which the photo will be rotated (irstbase the center), the re-sampling
method (nearest neighbor in this case), and thaiatad rotation in degrees. Since all
the photos when loaded into ArcMap® with the simpteld file are oriented north and
south and the top of each photo is the directierptane was flying, the amount of
rotation to be specified to the tool is the samthadirection of flight with north being
0°, east being 90°, south being 180°, and wesgk&r®°. This process is repeated for
every image that was loaded into ArcMap. It wasfibthat the rotation was off by as
much as 40° in one case. There are a number silpp@&xplanations for this which will
be discussed in chapter 5.

Step 4 Registration of Images
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Following this automatic processing, the imagesaswampared to a base image.
The base image used was a USGS high resolutionimrdge taken in 2003 that had a
one-foot resolution and three-meter accuracy. Th&ge was obtained from the Utah
Automated Geographic Reference Center (2007).asBess the accuracy of the UAV
photos as compared to the base image, a pointdlét be identified in each UAV photo
that could also be recognized in the base imageus@d. The measuring tool in
ArcMap® was then utilized to acquire the distaneaneen the identified object in the
UAV image and that same identified object in theebanage. This process resulted in
an average offset between the base image and theitdages of 30 meters. Out of 20
offsets the worst inaccuracy was excluded resultireg95% positional confidence of 53
meters. As with the rotation error, possible erpteons will be discussed in chapter 5.
Because of this amount of positional error it wasided to register the photos to this
base image.

Interactive positioning to align each photo to blase image was necessary. The
lack of easily identifiable individual features i the area of study in the base image
made it difficult to find true control points forgaoper rectification. Consequently, the
photos were moved on screen to get the best ovenalth the base image. This was
done in ArcMap®. The swipe tool was used to switgelayer being adjusted to see how
it compared to the base image and then draggedramdated into place using the shift
and rotate tools located on the georeferencindtwolCommon patterns in the
distribution and shape of vegetation as well aally ¢ghat ran through the study area and
the edge of a previously plowed piece of groundeved helpful in fitting the UAV

images to the base image. Visually identifying vehthe photos belonged without
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having them already in rough approximation of theie position would have greatly
extended the time needed to register the images.
C. Information Extraction

The areal extent of the weed infestation was digiion screen from a virtual
mosaic of the registered photos (all the photogweing displayed in ArcMap® at the
same time). Once all the images were displayeetheg in ArcMap®, an interpreter
circumscribed what looked like the weed perimatehe imagery to create a polygon.
This polygon was the final product, which was comegao the polygon generated by the
on foot method. There were actually two differgétV polygons created: one having
completed all of the post-processing steps, andemng off the last step which was the
registration of the images (refer to Figures 3.4 arb). The reason for analyzing the
UAV method with and without the registration steg@sto see how much it would have
cost had the registration step not been neces3dnig. was also done to see if and how
much improvement in accuracy there would be froenuhregistered polygon to the
registered polygon.

An attempt was also made to identify the weed ws-weed areas in two separate
images from flight three using a supervised classibn algorithm in ERDAS Imagine®
(Leica Geosystems LLC, Norcross, GA). Trainingsivere created by identifying
individual weeds in the images. This was donerayvihg polygons around different
land cover types in the imagery, including the mis&tle. These polygons were used
by the software to identify other pixels in the geavith similar characteristics as those
within each polygon. The maximum likelihood cléssition algorithm was used for

classification within the software.
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Figure 3.4: These are the georeferenced and rotat but not registered photos displayed together witthe weed perimeter
line extracted as best as possible from them givehe fact that the photos do not match up at the edgs. The resolution of
all photos: Average 39mm, Maximum 7mm, and Minimum79mm.




6¢

Legend
:l Musk Thistle Perimeter

0 50 100 200 Meters
L ] ] ] ] 1 1 1 J

Figure 3.5: These are the registered photos beimtisplayed together with the weed perimeter line thiahad been extracted
from them. The resolution of all photos: Average 3mm, Minimum 7mm, and Maximum 79mm.




Evaluation of the classification accuracy for theskthistle involved several
steps:

1. The raster file of the classification creatednnagine® had to be converted to

a vector layer.

2. The polygons from this vector layer representire musk thistle had to be

singled out.

3. The layer representing only musk thistle wahtbompared to a feature layer

created by an interpreter representing the acteal @vered by individual musk

thistle plants. The comparison generated threaragpfeature layers
representing either errors of omission, errorsoshmission, or correct
classification.

4. Percentages of error were calculated.

To accomplish step one the raster was converteddior in ArcMap®. Since the
classification raster was a thematic raster usengadues the names of each land cover
type, the feature layer created from the rastesrlagntained in its attribute table a field
for those names. Step two was performed by sabpotnly the musk thistle features in
the feature layer. Once the selection was dorenalayer was created from the selected
features. For step three this layer was comparedather layer representing the location
of musk thistle that was created by an interpretes drew polygons around the weeds
he could see in the imagery. This was the refernee that the classified data were
compared to for accuracy. The error of omission tha area represented by either the
whole polygons or parts of those polygons drawthieyinterpreter that were not

coincident with any parts of the musk thistle diisation polygons. In other words,
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those areas that the classification failed to dass musk thistle thawere musk thistle.
To generate the error of omission feature clagsathas of the interpreted layer were
erased where the classified layer existed.

The error of commission was the area classifieshask thistle that was not
actually musk thistle according to the interprdesgr. An erase function was also used
to generate the error of commission feature classthis time the classification layer
was the layer having areas erased from it andntieepreted layer was the layer
containing the areas to be erased. A layer wadenlgepresenting those areas that were
correctly classified using a intersect functiorheTesult, therefore, is a correct layer
containing only those areas that overlap betweemtisk thistle classification and the
interpretation.

Finally, step four took the three new layers (eafoomission, error of
commission, and correctly classified) and creat@gntages summarizing the accuracy
of the classification. For error of omission tbéat area in square meters of all the
polygons in the error of omission layer was dividigthe total area in square meters of
all the polygons in the interpreted layer and theiitiplied by 100. For error of
commission the total area in square meters ohalpblygons in the error of commission
layer was divided by the total area in square rsetéall the polygons in the musk thistle
classification layer and then multiplied by 1000 dalculate the amount of correctly
classified areas the total area in square mete@|fthe polygons in the correct layer was
divided by the total area in square meters ofhalgolygons in the classification layer
and then multiplied by 100.

D. Comparison of UAV Method and On Foot Method
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In terms of positional accuracy the UAV method wampared to the on foot
method (in this study it is the ‘truth’) by compagithe polygons (one polygon for the
registered photos and one for the unregisteredgrgésd by the UAV method to the
polygon generated by the on foot method and quamgfthe differences. The amount of
area of the UAV polygon that went outside the arfei@e on foot polygon was called the
error of commission while the amount of area ofadhdoot polygon that the UAV
polygon failed to cover was called the error of sson; the area of overlap between the
two polygons was called the correct area. Thrparsée layers were created to represent
these three areas. These layers were createddbesame way that the three
classification evaluation layers were created astilged in the last section. For the
layer representing the error of commission theamt fayer was erased from the UAV
layer. For the layer representing the error ofssnoin the UAV layer was erased from
the on foot layer. For the layer showing the ccreeeas the UAV layer and the on foot
layer were intersected.

Other points of comparison are in regards taattwiracy of the weed patch
polygon required by the Natural Resource Manag@aatp Williams, Doug Johnson.
His requirement is that the accuracy of where teeds are is good enough for someone
to find the weed patch. When asked if a WAAS eedl@PS without any other type of
positional correction (on average about 3 metenr@oy) would be good enough his
response was yes (Johnson 2007). To measut&¥igolygon’s positional accuracy
a method was devised to measure the distance betivedoundaries of the UAV and
on foot polygons at ten meter intervals along théamt polygon perimeter. This process

was done in ArcMap® while displaying both polyg@igshe same time. The average

32



distance and the maximum distance from the seistdrite values were used as
comparison parameters. Figure 3.6 illustrateptbeess. For bidding and contracting
issues Mr. Johnson required that the calculatesl la#eaccurate to approximately 1/10 an
acre (Johnson 2007). Therefore, the acres fror &\ polygon were subtracted from
the on foot polygon to ascertain how closely theaaf the UAV polygons each came to
the area of the on foot polygon.

The operating cost for the UAV method was then camag to the operating cost
for the on foot method. This was done by takirgttme it took to perform each method
from data collection all the way up to the prodoctof the polygon representing the
weed patch. The operating time for the on foothmétwas converted to a dollar amount
by multiplying the time by the current pay rate éoenvironmental resource management
summer weed technician at Camp Williams (Johns@YR0The weed technician was
paid $12 an hour in 2006. A GIS technician perfedrthe UAV method and that
position was paid $15.56 an hour in 2006 which mattiplied by the amount of time it
took to perform the UAV method. The upfront costye also compared for the two
methods. This was the cost of equipment and trginCost of fuel was also estimated
by sampling prices from various vendors to comeviip an approximate cost per eight
ounces (the capacity of the fuel tank used inghisly) which was eighteen cents.

A total cost comparison was then performed foryier 2006 between the two

methods. This was done by extrapolating the opeyabsts from flight three to produce
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Figure 3.6: This illustrates the method used to cantify the amount of difference between the boundaes the on foot and UAV

polygons. This was one of several methods usedcumpare the two weed mapping methods. Measuremelites are
perpendicular to the UAV perimeter.



what would have been the total operating cost®fAV for 2006 (if it had been used to
map all the weeds at Camp Williams) and addingttihéte total initial or upfront cost.
This was compared to what the total cost was usiegn foot method (which was also
an extrapolation of operating costs combined withupfront costs). A total cost for the
on foot method was also calculated based on us@grmin Gecko instead of the
Trimble GeoXT that the weed technicians are culyarding. This was done to see if
downgrading the quality of the GPS receiver wounldreéase weed mapping efficiency at
Camp Williams more than using a UAV would.

The total operating cost for 2006 for the UAV metiveas extrapolated by
calculating a cost rate per acre as observed $tady area one and multiplying that by
the total area of weeds (204 acres) at Camp Widlian2006. The cost rate was
calculated by dividing the operating cost of the\Udethod at study area one by the
number of acres of the weed area at study area one.

The total operating cost for 2006 for the on foetihod was found by calculating
a cost per meter of perimeter as observed fronysiteh one and multiplying that by the
total perimeter (92 kilometers) of weeds at Campi&vins in 2006. The cost rate was
calculated similarly to the UAV method: the opemgtcost for the on foot method at
study area one was divided by the length in metktise perimeter of the weed patch.

The reason the two methods were not calculatedlgxhe same way is because
in the case of the UAV the amount of time it tai@efly an area is more closely related to
the amount of area than the length of the perimdfgrou had two patches of weeds
covering the same amount of area, one being eledgatd the other circular, the aircraft

would take about the same amount of time to flyr@rel completely image each one. In
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the case of the on foot method, however, the eledgarea would take noticeably longer
because even though both patches cover the sametof@rea, their perimeter lengths
would be much different. For that reason usingéngth of perimeter better represents
the time it takes to map weed patches using tHeammethod than using the amount of
area.

A comparison was then done projecting across tarsy&t one year intervals the
results of the calculations of the different tatasts for 2006 for the two methods. This
was done by taking the total cost for each metloo@®06 and cumulatively adding the
operating costs for each year thereafter for temsyeThis was done to simulate the
cumulative growth of costs for the methods to se& they might compare over time and
at what rate. The comparison assumed a one-tirtied tost and a weed infestation that
stayed exactly the same from year to year.

Chapter Four: Results

Examination of the photos revealed that the putpieer of the Musk Thistle
was not helpful in identifying the weed. It waemtifiable, however, by its distinct green
hue which was different from surrounding plantsal$o had a distinctive shape and was
distributed in a regular and distinctive fashiogfér to the top right and bottom right
corners of Figure 4.1). Although the human imagast/interpreter was able to
distinguish the thistle from the background ranggetation, the supervised classification
had very little success in doing so.

The results will be broken down into polygon difeces, costs, results of the

supervised classification, and findings from stadya two.
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4.1: Uniform M Thistle weed patches aremdesignated by red circles.




A. Polygon Differences

The difference between the UAV method polygonsthredon foot method
polygons is displayed in Figure 4.2 and the paramseaif comparison are tabulated in
Table 4.1. Table 4.1 also contains a column cointgithe Camp Williams Natural
Resource Manager’s allowable error. The first fimws of Table 4.1 are based on the
manager’s stipulation that boundary be at leagibasl as one would get using a WAAS
enabled GPS. The last row is his stipulation thatarea calculated not be in error more
than .1 of an acre) (Johnson 2007). The erropofraission, or the part of the polygon
created by the UAV method that was beyond the ptanof the on foot method, was
4% of the total UAV polygon. The error of omissjam the part of the polygon created
by the on foot method that was not covered by tA¥ dolygon, was 18% of the total
area of the on foot polygon. This leaves 82% efdh foot polygon being correctly
covered by the UAV polygon.

Figure 4.3 displays the difference between UAVhodtpolygons and the on foot
method polygons when the UAV method was done witpeuformingStep 4 image
registration. The error of commission in this camgon was 21% of the total UAV
polygon. The error of omission was 17% of theltataa of the on foot polygon leaving
83% of the on foot polygon being correctly covebgdhe UAV polygon.

The average distance between the registered UAYgpo edge and the on foot
polygon edge as measured at ten meter intervatg dhe on foot polygon perimeter
(Figure 3.6) was 9.9 meters with a maximum distaneasure of 68 meters. The UAV
polygon interpreted from the non-registered imdupes an average perimeter distance of

11.4 meters and a maximum of 38. The differenddeéncalculated area between the
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Registered Photos

Legend

I:l Error of Omissio
I:l Error of Commission

I:l Correct Area 0 375 75 150 Meters

Figure 4.2: Areas of difference between the UAV pggon and the on foot polygon
using the registered UAV photos.
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Unregistered Photos

Legend

I:l Error of Omission
|:| Error of Commission

I:l Correct Area 0 375 75 150 Meters

Figure 4.3: Areas of difference between the UAV pgbon and the on foot
polygon using the unregistered UAV photos.
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polygon drawn from the registered photos and theoohmethod was 1.19 acres. The

difference for the polygons drawn from the unreggistl photos was .45 acres.

UAV UAV Natural
(Unregistered) | (Registered)| Resource

Manager’s
Allowable
Error

Error of 21% 4% 4%

Commission

Error of 17% 18% 4%

Omission

Average 114 9.9 3

Perimeter

Difference

(Meters)

Maximum 38 68 10

Perimeter

Difference

(Meters)

Area 45 1.19 A

Difference

(Acres)

Table 4.1: UAV method polygon quality and the Nattal Resource Manager's allowable error.

B. Cost Comparison

Table 4.2 breaks down the different parts of thevuethod to show how long
each part took. The on foot method took about Butas to walk around the weed
perimeter. Differential correction of the on fat#tta and the exporting of it to a shapefile
took about five minutes. Looking at the UAV methedtting up the aircraft for the
UAV method took about five minutes. Flight thradvich is the only flight that yielded
usable data, took about seven minutes and it toothar five minutes to put the aircraft
away. Step lof the four post-processing steps took about snutes after going
through the 116 photos acquired from flight th#@jmages were leftStep 2took just
over a minute.Step 3took about fourteen minuteStep 4took four hours and fourteen

minutes. The time it took to digitize a weed pezier was less than a minute. The total
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Parts of the Time in
UAV Method Minutes
Set Up and Put| 10
Away Aircraft

Fly Aircraft 7

Step 1: Image |6
Selection

Step 2: <1
Georeferencing

Step 3: 14
Rotation

Step 4: 254
Registration

Interpret <1
Boundary

Total 293

Table 4.2: Time in minutes for each part of the UAVimethod for flight three.

time after adding up the flight time and all thepst for the UAV method was about five
hours for just one flight. Most of the fuel wasdaup during each flight so if we say
imaging a weed patch requires one eight ouncedafuel then the fuel costs for flight
three were eighteen cents. Table 4.3 containepbeating time (including post-
processing) and total operating costs at study @meaof the UAV method, on foot
method with a Trimble GeoXt, and the on foot metifi@Garmin Gecko 201 had been
used. The operating cost for the on foot GeoXtmefor study area one was $8 while
for the on foot method if a Garmin had been usebitld be $7.20. The difference in
cost between the two on foot methods is becausefdah the Garmin cannot be
differentially corrected, thus reducing the on fowthod with a Garmin operating time.
The UAV method througStep 4was $75.98 while the UAV method leaving &iéep 4
was $10.29 (if there had been a GIS techniciaropaihg the UAV method rather than a

researcher).
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UAV UAV On Foot On Foot
(Unregistered) | (Registered) (Trimble) (Simulated
Garmin)
Time (Minutes) |39 293 40 36
Operating Costs | $10.29 $76.16 $8 $7.20

Table 4.3: Study area one operating times and costs

The initial cost for the two methods is as followehe UAV was approximately
$1,125. Also part of the initial cost of the UA¥the time required to learn how to fly.
If the pilot had been paid from Camp Williams &s18& technician for the time it took to
practice on the simulator it would have cost $4®Ris brings the total initial cost to
$1,592. For the on foot method the Trimble GeoXAS3eceiver cost $4,295
and the TerraSync software (a Trimble Navigatiardprct) costs $1,295. The total
initial cost of the on foot method then was $5,590he difference in initial cost between
the two methods is $3,999 in favor of the UAV methdf the Garmin Gecko 201 were
used instead of the Trimble GeoXT then the totiilaincost of the on foot method would
be $300 with an initial cost difference betweentthe methods at $1,292 in favor of the
on foot method.

The purpose for the total cost comparison for 208@veen the two methods was
to see if over the course of a summer the costseod AV method, both initial and
operating, would be less than the costs of theoohrhethod. This comparison assumes
that for every weed patch at Camp Williams one teagimce tank of fuel would have
been used for the aircraft. The results of pretjcivhat the operating costs of the
methods would have been if extrapolated to all ogsiweeds at Camp Williams in 2006

are summarized in Table 4.4. Table 4.5 is a commgaiof the cumulative growth of
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costs between the two methods over ten years ageardantervals. A one time initial
cost is added to the operating cost for 2006. elvery year thereafter up to ten years the
operating costs for each year are lumped ontodbenaulation of costs from previous

years. Figure 4.4 is a graph of the same thing.

Method Rate Per Total Operating Sum of Operating
(Processing Step | Acre(UAV) or Costs for 2006 and Initial Costs for
or Equipment Kilometer of 2006

Used) Perimeter(on foot)

UAV $1.43 $614 $2,206
(Unregistered)

UAV (Registered) | $9.13 $2,184 $3,776

On Foot (Trimble | $8.59 $791 $6,381

GeoXT)

On Foot $7.73 $712 $1,021
(Simulated

Garmin)

Table 4.4: Predicted total costs in 2006 for the ofoot and UAV methods (all rates and costs
extrapolated and estimated).

Year (Beginning | UAV UAV On Foot On Foot
With 2006 as (Unregistered) | (Registered) (Trimble (Garmin
Year 1) GeoXT) Gecko)
Year 1 $2,206 $3,776 $6,381 $1,021
Year 2 $2,820 $5,960 $7,172 $1,733
Year 3 $3,434 $8,144 $7,963 $2,445
Year 4 $4,048 $10,328 $8,754 $3,157
Year 5 $4,662 $12,512 $9,545 $3,869
Year 6 $5,276 $14,696 $10,336 $4,581
Year 7 $5,890 $16,880 $11,127 $5,293
Year 8 $6,504 $19,064 $11,918 $6,005
Year 9 $7,118 $21,248 $12,709 $6,717
Year 10 $7,732 $23,432 $13,500 $7,429

Table4.5: Accumulation of total costs at one yeantervals (assumes a one-time initial cost and a
weed infestation that is exactly the same for eaglear).
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$25,000
$20,000
$15,000
$10,000

$5,000

S0

—e— UAV (UnReg)
—=— UAV (Reg)
On Foot (Tri)
On Foot (Gar)

Year Year Year Year Year Year Year Year Year Year
1 2 3 4 5 6 7 8 9 10

Figure 4.4: A graph displaying the information contiined in Table 4.4.

C. Supervised Classification

The supervised classification produced errors igh to be able to distinguish

weed areas from non-weed areas. Figures 4.5 értbde a line drawn in them

depicting a boundary for each photo separatingvi®ed area from the non-weed area.

Figures 4.5 and 4.6 are individual photos whicldbcover the entire weed patch at

study area one. The boundaries being depictetem represent internal boundaries

within the two photos between weed and non-weeassaré&his is not the same boundary

created by the on foot or UAV methods which encasspihe entire weed area in that

part of Camp Williams. As can be seen in Figur&sathd 4.6, the error of commission is

so high that if one were to look at the classifaatvithout showing where the

classification was in error it would be impossitdeell where the boundary belonged.

The errors for the classification of photo 1013BRy(re 4.5) were 71% commissional

and 26% omissional.
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Supervised Classification of Image 101338

Legend
E Omissional Error
:| Correct

—— Generalized Boundary

:| Comissional Error

1:200 I N T N

10 Meters

Figure 4.5: Error of sup

ervised classification forimage 101338.
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Supervised Classification of Image 101602

Legend
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1:250 1 1 I 1
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Figure 4.6: Error of supervised classification forimage 101602.
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The errors for the classification of photo 1016BR)(re 4.6) were 80% error of
commission and 73% error of omission.
D. Study Area Two

Initial examination of the aerial photographs rdeddhat identifying the
Dalmation Toadflax while among the Yellow Sweetw&owould not be possible. The
red lines in Figure 4.7 encompass areas that wapped with a GPS receiver on the
ground by walking around the patches. It is cthat there is no difference between the
look of the plants within the red perimeters antsmie of those areas. This phenomenon
was the same across the entire study area. Roredson no further research was

performed at study area two.
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Legend

|:| Damation Toadflax

Figure 4.7: A map demonstrating that what's insidethe polygons is indistinguishable from what is ouide.




Chapter Five: Discussion
A. Positional Accuracy

After registration, the images had a positionaluaacy of approximately 3
meters. The primary cause of post registratioorsnvas distortion due to off nadir
photography resulting in non-uniform scale acrbssiinages and non photo centered
coordinates. This means that while some partsefrhages were as accurate as the base
image, the entire image was not. Theoreticallypitodlem of tilt of the aircraft
distorting the imagery could be fixed by includiag Inertial Navigation System (INS).
Combined with a GPS an INS could provide necessémymation to remove the
distortion. In 2000, Luethet al. managed to put togethor an INS/GPS integrate@syst
for less than $500 (does not take into accountaflstbor). A quick browse on the
internet shows that there is currently an abundahcemmercial options for obtaining a
light weight, small, and cost-effective INS.

Registration to a base image would not have beeassary had the position of
the images not been so inaccurate. There are herurhpossible explanations for the
rotation being off by as much as 40° and the gémpasition of the images being
inaccurate to 53 meters. Likely part of the prableas the fact that the aircraft was
traveling on average approximately 17 meters pavrs@during flight three. Since both
the camera and the GPS receiver counted time aettends level there was room, even
after the two were synchronized by including arsefffin Hardin’s (2005) program, for
error at the sub-second level. This means thaG#®$ receiver may have recorded a

point at one end of a second and the camera tpattre at the other end while the
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aircraft traveled 17 meters in between. The marmairspeed for flight three was 34
meters per second. In that case alone 34 meténg afaccuracy could be explained. To
fix this both the GPS receiver and the camera whbalce to be able to measure time at
the sub second level.

Another problem affecting the positional error @ne rotation is the fact that the
best accuracy of a WAAS enabled Garmin is threemetccording to About GPS
(2007). As well as affecting the positional accyraf the center-point of each image
this could significantly alter the rotation of tlreages up to 19° when traveling at the
average speed for flight three (17 meters per shcamd with the Garmin recording
positions at an average accuracy of 3 meters (&igur). If the aircraft were slowed
down to 8.5 meters per second with the same avé&geaccuracy the rotation error
could be as high as 35°. If the GPS accuracy decesased to 10 meters while the
aircraft were traveling 8.5 meters per second é@ion error could be as high as 67°.
Being able to differential correct the data cowduce this error substantially.

One of the most likely other causes for the rotadl error is the fact that the
direction the aircraft is pointing is rarely exgdthe direction the aircraft is heading.
Hardin’s (2005) program calculates the directiom aircraft is heading, not pointing.
This is especially true when there are crosswiridigting flight three the terrain did not
allow the pilot to fly perfectly into or with theind. To reduce the rotational error flying
into or with the wind would help substantially. @ther way to reduce this error
regardless of the wind direction in relation to theection of travel of the aircraft could

possibly be to
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include a digital compass onboard the aircraft whih capability of recording readings at
set intervals. Direction could also be recordednfran INS. Whatever the sources of
information about the location and orientationted tircraft, the ideal situation would be
to use a computer onboard the aircraft that watléach time a photo was taken, trigger
all onboard measurement devices to record andsed that information to the
computer where it would automatically calculate ltteation, scale, and orientation of
the photos.
B. Method Comparison

Looking at Table 4.1 and comparing the UAV regestiepolygon with the
unregistered polygon there were only two out ofdbeen categories that the registered
UAV polygon performed better than the unregistgrelygon. For all of the extra time it
took to register the images, results do not shomemrease in accuracy, and sometimes a
decrease was observed. The main explanationi®istkhe fact that there was a large
area on the east side of the patch in which thgéwmaterpreter was unable to identify
any musk thistle (Figure 4.2). This was probahlg to the weeds being less dense in
that area. Despite that, the registered UAV patyfpdlowed the on foot polygon
boundary pretty closely with the on foot polygon tioe rest of the weed patch. This
does call into question the necessity of goinguglowith the image registration when
the unregistered imagery is, at least in this dasger. However, the unregistered photos
could have been arranged differently bringing spimetos in the viewer on top of others
that they were not on top of before and othersrgetiuried. Each different arrangement

would have produced significantly different resuittshe unregistered polygon, so some
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arrangements could have been worse in every way whm@pared to the registered
polygon.

There is a give and take between cost and accurBug. study failed to show it,
but it is theorized that with many samples thestged UAV method would prove to be
more accurate than the unregistered UAV methodatéler improvements that can be
made to improve the accuracy of the automated f@erecing process, however, would
help reduce the need to register to a base imatjalamately increase efficiency.

As is indicated in Table 4.1 the unregistered pfistdl cost more at study area
one than the on foot method did, but at least #yeig not near as large as it is with the
registered photos. This helps to show that if ienagistration was not necessary then
the cost of the UAV method could be much more cdmpe with the on foot method.
Table 4.5 and Figure 4.4 show that the unregiste®d method would be cheaper than
the on foot method (using the Trimble as they noyelen after ten years. This
assumes that neither the aircraft nor any of itsspgould have to be replaced in that
time period due to a crash or malfunction. Thig 1&ry unrealistic assumption. In
accordance to the desired accuracy of the Natwesb&ce Manager at Camp Williams,
however, the .45 acre area difference metric jngsutregistered UAV method beyond
the acceptable margin of error of .1 acres (Joh@607). Also, as Table 4.5 and Figure
4.4 show, if the Natural Resource Manager reallgte@ to cut costs he could purchase a
Garmin instead of a Trimble and still generally getter accuracy than with the UAV
method.

An interesting side note that came about in thidsts the effect the shape of a

patch can have on the cost comparison. This wadireztly observed but was theorized
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as part of the way the operating costs for therivethods were measured. The UAV
method cost measurement was determined in pahebgize of the weed patch in acres.
For the on foot method the cost was in part deteethby the length of perimeter. It did
not make sense to measure the two methods thelszgaase the nature of mapping a
weed patch on foot is to walk around the perimetéhe weed patch while the UAV
method is not restricted to the perimeter but ftiesr the entire area. Because the on
foot method follows the perimeter, its cost peredocreases exponentially, while
holding the amount of area constant, as the shepentes more elongated and the length
of the perimeter therefore increases. This explaihy the predicted operating cost for
the unregistered UAV method for 2006 as shown ibld4d.4 was less than the predicted
operating cost for the on foot method even thobghcbst for the unregistered UAV
method for flight three as shown in Table 4.3 wagerthan the on foot method. It also
explains why there are a substantial number of vpa¢ches that were predicted to have
cost more by doing the on foot method than thesteggd UAV method. However,
because the data suggests that the cost of maypied) patches with the registered UAV
method increases at a much higher rate with thease in size of a patch than the on
foot method does, it is theorized that size andshape has more influence, in the case of
the registered UAV method, on the total costs.sTuld not be true with the
unregistered UAV method as it had a much lower aijggy cost.

Another variable that could theoretically influertbe cost of the UAV method
would be the height above AGL that the aircraft Wawn. The higher the aircraft the
more ground area each image could cover reducangumber of images that would

need to be processed. If no registration withsehaage were necessary then this fact
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would not matter near as much. The trick woulddoeollect imagery at just the right
height where the target weed could still be idettiE and yet each image could cover as
much ground as possible. For this study, giverdifieeulty of identifying the weeds at
the East side of the weed patch, the average haelgivie AGL of 57 meters with a
maximum of 126 meters may have been too high. ghdri resolution camera could also
compensate and, combined with a wide angle lendddwmve reduced the number
pictures needed to be taken.
C. Study Area Two

Because the dalmation toadflax was indistinguikhftbm the yellow sweet
clover, efforts at study area two were not sucekssdne way to get around this problem
might be to try and image the toadflax at a timewh has flowers and the sweet clover
does not. According to Lajeunesse (1999), dalmabtadflax flowers from June to
October. She also mentions that seed dispersaidegluly. The yellow sweet clover
flowers from May to August (University of Califoi@i2006). This leaves a window of
opportunity between September and October. Thelgmois that land managers would
want to map and eradicate the toadflax well befloietime to limit the amount of seed
that is produced. Higher resolution imagery ccdtp as well, but that would likely
increase the costs. What differences there avedeetthe toadflax and sweet clover (the
shape of the leaves) would be identifiable at shigker resolution. This would require
a more expensive camera or lower flight altitudecWwlwould increase the number of
pictures required to be taken resulting in morestand ultimately more money.

D. Conclusion
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Given the results of this study it can not be $had using a UAV to map weeds is
a more efficient and effective method than theawt fnethod currently used at Camp
Williams. This study also assumed that neitheratiheraft nor any of the other devices
like the camera had to be replaced at any poititna. The plane used in this study
crashed on flight five due to the wing splittinghalf and almost all onboard components
were damaged beyond repair. The crash was likedytad the structure being weakened
during previous rough landings and perhaps theaex&ight of the equipment it was
carrying. Crashing UAVs has also been experiethgeather researchers like Joretsil.
(2006). Having a more experienced pilot to pita &ircraft could reduce the likelihood
of damaging the aircraft but would likely incredke operating cost.

If it were not for the cost of fuel for the airfiréhe unregistered UAV method
would have surpassed the Garmin version of theotrhethod after three years. This is
significant enough that if perhaps an electric matere used instead of a fuel powered
motor and if the positional accuracy of the UAV f®without registration to a base
image could be accurate to ten meters (about whatwpuld get with a Garmin on the
ground) then the UAV method could be the bettetiazho

The increase in cost of the on foot method astia@e of the weed patch
becomes more elongated indicates that perhaps dangbination of both the on foot
and UAV method might be the best approach. Inratloeds, for those weed patches
that are elongated, use the UAV, while for those #re more circular, use the on foot
method. There was a substantial number of elodga¢ed patches that formed along
Camp Williams roads in 2006. In these cases,ipddhe aircraft from a car or truck

could be used to increase the efficiency of thehobt
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E. Low-Cost UAV Potential

If a video camera were put on the UAV and a liveadimk was established from
the camera to be viewed in real time on the graundhy be possible to scout areas for
noxious weeds. Given how difficult it can be takpout noxious weeds in a still picture
(e.g. differentiating between dalmation toadflaxi gellow sweet clover or the inability
to recognize the less dense musk thistle areadtdlt end of the weed patch at study
area one) it would seem that trying to recognized in real time as a video is playing
would be even more difficult. It was not testedhrs study, but Hardin and Jackson
(2005) claimed that they could fly their UAV atatdral distance of 1 kilometer while
still being able to keep it in sight and under nmadraontrol. If this is truly possible then
it would make sense to use the UAV to scout locatithat are far enough away from
roads to inhibit the ability of a person to see eswbgnize noxious weeds.

Apart from imaging weeds this UAV system as usethis study could be useful
for other applications. For instance, being ablenap objects in dangerous areas like
munitions impact areas on military training faedg where Unexploded Ordinances
(UXO) may exist. The UAV could be used to do ragdmaging of a small site at high
resolution for land impact monitoring and changeedion. If a camera were used in
the UAV that had the capability of imaging in thea¥ Infrared (NIR), plant health in a
farmer’s field could be monitored at a very smathporal resolution (theoretically the
temporal resolution could be measured by hoursven eninutes). There are likely many
more applications for small low cost UAVs that héikely been thought of or will be
thought of, which leaves the research communitytiexg fresh ground to explore as

useful components become lighter and less costly.
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