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Capacity of the Continuous-Space Electromagnetic
Channel

Michael A. Jensen, Fellow, IEEE, and Jon W. Wallace, Member, IEEE

Abstract—Constructing the capacity bound of a multiple-input
multiple-output wireless system is often performed by assuming
specified antenna configurations and a propagation environ-
ment and determining the signaling strategy which maximizes
throughput. This paper extends this approach to further deter-
mine the optimal antenna characteristics which maximize the
capacity for the propagation scenario, with the resulting capacity
bound representing the ultimate maximum achievable value if
optimal antenna design and signaling are used. In this approach,
the spatially-continuous transmit currents and receive fields are
represented using eigenfunctions of appropriate operators. It is
shown that, except under certain conditions where array super-
gain solutions emerge, the capacity remains bounded for finite
transmit power. The approach also shows how to limit supergain
effects using practical constraints. Model problems and numerical
computations are provided for different power constraints at the
transmitter and noise characteristics at the receiver.

Index Terms—Information theory, multipath channels, multiple-
input multiple-output (MIMO) systems.

I. INTRODUCTION

THE large potential capacity available from multiple-input
multiple-output (MIMO) wireless communication tech-

nology in multipath channels [1]–[4] has motivated the devel-
opment of sophisticated space-time coding schemes designed
to approach the theoretical capacity limits [5]–[7]. In most prior
work on this topic, the “channel” consists of a fixed physical
propagation environment and antenna array configuration,
revealing that antenna radiation characteristics will influence
the channel capacity [4], [8]. This influence of antenna physical
characteristics suggests that capacity computed for fixed arrays
does not represent a true upper bound on achievable perfor-
mance for a specific electromagnetic channel and indicates
that the antenna design can be optimized for maximizing the
throughput.
Before a meaningful approach to antenna synthesis for max-

imizing MIMO throughput can be formulated, it is necessary
to first understand the upper performance bound for a given
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electromagnetic channel independent of the antenna configu-
ration. Work on this topic has typically followed one of two
possible approaches. For example, the foundational study in
[9] as well as the follow-on papers in [10], [11] formulate the
communication in terms of transmit currents and receive field
weighting distributions. In contrast, the studies in [12], [13] pose
the problem in terms of the transmit and receive mode radiation
patterns. Furthermore, regardless of the approach taken, each
prior study presents the ultimate results of the analysis in terms
of subtly different physical characteristics of the communication
(capacity, number and quality of the channel modes, number of
spatial degrees of freedom, etc.). As a result, it is difficult to as-
certain: 1) the fundamental differences in the approaches, if any
and 2) the basic differences or similarities in the conclusions
drawn.
This paper develops a general framework which includes

both prior analysis approaches, revealing that they represent
solutions to the problem under different assumptions or con-
straints. Because this paper examines these solutions under a
common framework, the distinctions between the conclusions
drawn are also clarified. Specifically, the formulation represents
the transmit current and receive weighting functions in terms
of basis functions consisting of eigenfunctions of different op-
erators depending on the transmit power constraint and receive
noise model assumed. Because the framework uses currents
and receiver weights, it produces the optimal transmit and re-
ceive antenna distributions as well as their associated radiation
patterns, physical characteristics that are useful for antenna
synthesis approaches that may be based on the proposed tech-
nique. Example closed-form solutions for model problems and
numerical solutions for more general problems are provided
which offer insight into the behavior of the capacity bound for
different scenarios.

II. ANALYSIS FRAMEWORK

Before formulating the capacity bound of the channels under
consideration, we first provide a framework for describing the
continuous-space communication channel. Throughout this
discussion, narrow-band signals are assumed with sinusoidal
steady-state variation . Additionally, boldface uppercase
and lowercase letters describe matrices (matrix with th
element ) and column vectors (vector with th element
), respectively.
Fig. 1 depicts an arbitrary propagation scenario, where the

transmit and receive elements are confined to the volumes
and respectively. Local coordinate systems are assumed for
the transmit space and receive space . A dyadic Green’s
function , whose characteristics depend on the propagation
environment, relates the vector current distribution in the
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Fig. 1. Basic model for defining intrinsic capacity.

transmit volume to the signal-carrying electromagnetic fields in
the receive volume. Assuming that a noise field exists in
the receive volume, the total vector receive electric field can be
written as [14]

(1)

where the prime in denotes a source coordinate.
In assessing the behavior of this communication channel, it

is necessary to understand the distribution (pattern) of the fields
radiated by the transmit current. We examine this field behavior
in the far-field with the transmitted electric field given as [14]

(2)

where is the wavenumber, represents a solid-angle
direction in the spherical coordinate frame with and de-
noting the elevation and azimuth angles, respectively, and

(3)

The power radiated by the transmit currents is then given as

(4)

(5)

where is the free-space intrinsic impedance, denotes inte-
gration over the unit sphere, represents a matrix conjugate
transpose, and is a conjugate.
If we now expand the transmit current using a set of basis

functions and then project the received field in (1) onto
a set of receive basis functions , the result is

(6)

(7)

(8)

(9)

We now have a discrete (although possibly infinite-dimen-
sional) representation of the communication channel that forms
the basis for the analyses in the following sections.
While this formulation is general for any propagation Green’s

function, for the examples appearing in this paper we adopt
a commonly-used plane-wave model for a multipath channel
where

(10)

which indicates the channel consists of plane waves with
the th wave described by a complex gain , departure angle

and arrival angle . The com-
plex gain includes all path loss, absorption, and scattering
loss encountered in the propagation channel, while the dyad
represents the channel polarization response and is character-
ized by unit Frobenius norm.

III. TRADITIONAL CHANNEL DESCRIPTION

We are now poised to compute the capacity of the continuous-
space channel described in Section II.We begin bymaking some
traditional assumptions about the channel to obtain a simple ca-
pacity expression. Since it is difficult if not impossible to deter-
mine the capacity bounds for general channel characteristics and
transmit/receive volumes, we also demonstrate a simple numer-
ical procedure that closely approximates the channel capacity
bound.

A. Capacity Formulation

Following traditional discrete-space analyses of the MIMO
channel where the sum of the squares of the transmit antenna
current excitations is constrained [1], [2] we use in this contin-
uous case the constraint

(11)

where represents an expectation and represents a con-
stant that can be chosen based on maximum allowable current
magnitude. If the basis functions are orthonormal for in-
tegration over the transmit volume, then the discretized version
of this constraint resulting from substitution of (6) into (11) be-
comes

(12)

which is a convenient form for analysis since it matches the
traditional constraint used for capacity computation.
While it is not typically explicitly stated, most capacity

formulations assume that the noise at the receiver is spatially
white, which is appropriate for thermal noise generated in
the receiver front-end. In the continuous representation, let

be a spatially uncorrelated zero-mean complex Gaussian
random process with

(13)

where is the identity matrix and is the Dirac delta function.
If the receive basis functions are orthonormal with respect to
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integration over the receive volume, the noise samples in (9)
are zero-mean complex Gaussian random variables with cross-
covariance

(14)

where is a Kronecker delta, indicating spatially white re-
ceiver noise as desired.
Our task is therefore to find a satisfactory basis for the formu-

lation. We assume that the channel operator in (1) is compact,
which has the implication that bounded transmit currents lead to
bounded received fields [15]. Any physically realistic channel
Green’s function will exhibit this property. Under
this assumption, a convenient basis that provides the required or-
thonormality consists of the eigenfunctions and
of the channel operator expressed in (8) [15]. The result of this
choice is that for , with the channel eigenvalue

representing the voltage gain of the th orthogonal spa-
tial sub-channel.
Since this formulation has decomposed the problem into in-

dependent channels with Gaussian noise, we can immediately
write that the capacity for this infinite-dimensional problem is
[16]

(15)

where is the power allocated to the th
sub-channel as computed by the water-filling solution under the
constraint (12) to maximize the capacity [16].
This formulation is equivalent to that outlined in [9]–[11]

(although explicit power constraints are not discussed in [9]).
Using the channel eigenfunctions as the transmit and receive
bases is natural since it provides the necessary orthonormality
of the basis functions (which is required to arrive at the de-
sired form for the transmit constraint and receiver noise) and is
directly analogous to traditional discrete-space analyses of the
MIMO capacity problem [1], [2]. Furthermore, this analysis re-
veals that the capacity for this traditional channel depends only
on the eigenvalues that depend on the transmit and re-
ceive volumes and the propagation environment. Provided that
there are a finite number of non-zero gains which have
the same value, water-filling will select only a finite number of
communication modes, leading to bounded capacity for finite
, as is verified by example scenarios in the following sec-

tions.

B. Model Problem

Application of this framework to a simplified problem illus-
trates the concepts discussed. Consider a line-of-sight (LOS)
propagation channel with single-polarization fields. The scalar
Green’s function for this scenario is

(16)

where is a complex scalar. We can immediately ascertain that
the single scalar eigenfunction pair for this channel is [9]

(17)

with associated eigenvalue . Clearly, the
capacity bound of this channel is completely determined by this
single eigenvalue coupled with the noise power , which is
precisely the expected result for the LOS far-field channel. We
emphasize that larger volumes lead to increased capacity due
to the increased spatial filtering ability associated with larger
apertures.

C. Numerical Approximation of Eigenfunctions

The set of channels (and transmit/receive volumes) for
which the channel operator eigenfunctions can be determined
in closed form appears to be limited [9]. Therefore, when
analyzing complicated multipath channel Green’s functions or
arbitrary transmit and receive volume shapes, we must resort to
numerical solutions that provide a close approximation to these
eigenfunctions.
In this approach, we express the continuous basis functions

as a linear combination of sub-basis functions that span the rel-
evant spaces in a limiting sense as the number of sub-basis func-
tions becomes infinite, or

(18)

where and are respectively orthonormal transmit and receive
sub-basis functions for integration over the volume. Substitution
of (18) into (8) gives

(19)

where we have used matrix notation for simplicity assuming we
will ultimately restrict ourselves to a finite sub-basis set. For the
expansions in (18) to represent approximations to the desired
eigenfunctions, must be diagonal. Representing in terms
of its singular value decomposition (SVD) , we
obtain . Assigning and yields

which is diagonal as desired. Also, since and are
orthonormal and and are unitary, this assignment ensures
that and are also orthonormal.
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Fig. 2. Top view of an array aperture showing the regions and centers of support
of the sub-basis functions used for numerical implementation of the capacity
framework for � � �.

Under this representation, we use (18) in (6) to obtain

(20)

where is the complex weight on the th sub-basis function.
Since , the covariance of is .
Solving this for and placing the result into (15) yields

(21)

where we have used with unitary. Equation
(12) can also be represented as , where
represents the trace. These results reveal that the capacity can be
obtained by the water-filling solution using the transfer matrix
and covariance for the sub-basis functions.
We can demonstrate application of this technique for a prac-

tical scenario. We assume a single electromagnetic polariza-
tion with propagation confined to the horizontal plane (

in all expressions). The multipath propagation channel de-
scribed by (10) will be used with multipath parameters drawn
from statistical distributions that have been found accurate for
representing indoor propagation environments [17], [18]. Be-
cause this represents a two-dimensional environment, the basis
functions for purposes of this example computation can also
be two-dimensional. The transmit and receive apertures are as-
sumed to be rectangular with side lengths and in the
and dimensions, respectively. An appropriate set of sub-basis
functions is

otherwise,
(22)

where is the number of subdivisions in and and
defines the support region center for the th basis

function. Fig. 2 illustrates one of these areas along with the re-
gion of support of the basis functions for .

Fig. 3. Numerically computed capacity versus the number of sub-basis ele-
ments per dimension per wavelength for the traditional channel model for two
different aperture sizes. For fine sampling, the capacity approaches an upper
bound.

Using (19), the channel matrix for the sub-basis functions has
elements

(23)

where and

(24)

with .
We assume identical transmit and receive areas with either

or , where is the free-space wavelength.
The channel is formed from a single realization of the statis-
tical path-based channel model consisting of 78 different paths
grouped into six different angular clusters using the parameters
outlined in [17]. Using a single sub-basis function in the transmit
and receive volumes , we compute the channel gain

and define the signal-to-noise ratio (SNR) as

(25)

where is the bound used in the power constraint (11) which
is arbitrarily set to for this computation. The value of
is then chosen to obtain an SNR of 20 dB, and this value is

held constant as the number of sub-basis functions increases.
Fig. 3 shows the capacity obtained from this computation as

a function of the number of basis functions per wavelength for
the two aperture dimensions. As can be seen, the capacity ap-
proaches an upper bound as the number of sub-basis functions
increases. In fact, when the sub-basis function density exceeds
six, the capacity bound is relatively insensitive to the addition
of basis functions, indicating that this density of sub-basis func-
tions is adequate for describing the channel behavior for this
scenario. This result is key, in that it numerically confirms the
postulation that the achievable capacity for this scenario remains
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Fig. 4. Numerically computed (a) currents in dB and (b) radiation patterns
for the dominant two transmit eigenfunctions for the case considered in
Fig. 3 ��� � �� � ���.

bounded. The plot also reveals the strong dependence of the ca-
pacity on the aperture size, as expected.
As mentioned in the introduction, an advantage of the

framework used here is that it produces the transmit currents
and receive weights as well as the associated radiation patterns
[through the use of (2)]. Fig. 4 plots the currents and patterns for
the dominant (associated with the largest channel eigenvalues)
two transmit eigenfunctions for the case considered in Fig. 3
for and . Antennas capable of
providing or closely approximating these currents and radiation
patterns represent the optimal antenna element designs for this
scenario. Certainly, a practical antenna design must provide
good performance over a variety of environments rather than a
singlepropagation scenario.However, couplingof this capability
with some type of stochastic analysis may provide a method
for designing antennas which are appropriate for deployment
in practical systems. This remains a topic for future research.

IV. MODIFIED CHANNEL DESCRIPTION

The analysis presented in Section III neglects some key phys-
ical issues that must be considered. Specifically, examination of
(4) clearly indicates that the constraint in (11) does not actu-
ally limit the amount of power radiated by the transmit currents.
Similarly, the model of Section III does not explore the impli-
cations of noise generated external to the receiver. This section
shows that incorporation of these issues dramatically changes
the formulation as well as the final conclusions.

A. Capacity Formulation

We now modify our transmit constraint to limit the total radi-
ated power as computed in (4), or . To start the

formulation, consider writing the radiated power from (4) as

(26)

(27)

Computing the capacity for this infinite-dimensional problem
ultimately requires that we express the power constraint in a
form equivalent to that in (12). This can be accomplished by
letting be the eigenfunctions of the operation in (27) so
that for . Since the operator in (27) is self-ad-
joint, the eigenvalues will be real. We can therefore define

so that

(28)

We encounter a similar situation for noise generated external
to the receive sub-system. In this case we assume that a noise
field impinges on the receive volume which is modeled
as a zero-mean complex Gaussian random process with

(29)

where represents the noise power angular spectrum. The
received noise is

(30)

leading to the expression

(31)

Constructing as in (9), the output noise has cross-covariance
given by

(32)

Once again, evaluating the properties of the capacity for this in-
finite-dimensional case requires that we have spatially uncorre-
lated noise. This is satisfied if represents the th eigen-
function of (32) so that for . We note that
if the noise is isotropic , the transmit and receive
eigenfunctions are identical.
These transmit and receive basis functions are appropriate

as they allow simple formulation of the communication model.
Specifically, constructing the signal and
using in the expressions of (6)–(9) leads to

(33)

where such that . This
form reveals that the system capacity will depend entirely on
the behavior of the effective channel coefficients , although
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writing the capacity in the form of (15) without resorting to
matrix manipulations is difficult (since for ).
One thing we immediately observe is that the normalization by
the eigenvalues and may lead to a situation where
unbounded capacity results.
This unbounded capacity can be tied directly to the phe-

nomenon referred to as supergain [19]–[22]. Physically, certain
transmit eigenfunctions can be associated with very small radi-
ated power (small eigenvalues ) but can enable very high
directional gain. Because the total radiated power is limited
in this formulation, such excitations may be highly desireable
because they focus their radiated power into the strong com-
munication modes. Similarly, at the receiver supergain modes
characterized by a small noise variance can be exploited
to favorably select the signal directions while suppressing noise
from other directions. Unfortunately, achieving supergain is
considered impractical since it is associated with difficulties
such as narrow operating bandwidth, high ohmic loss, extreme
sensitivity to the excitation or receive weighting, and very
high gradients of the current or weighting function across the
volume.
While we may not be able to define an absolute capacity

bound for this communication model, we can define a practical
bound. It has recently been shown that the impact of supergain
can be limited simply by introducing loss and thermal noise into
the models for the transmitter and receiver, respectively [22].
Assuming that all transmit eigenfunctions encounter the same
loss resistance , we can introduce this loss by modifying the
eigenvalues as

(34)

where is the radiation efficiency of
the mode with the largest eigenvalue . Similarly, if thermal
noise (due, for example, to a front-end amplifier or resistive loss)
with a variance of is introduced for each receive eigenfunc-
tion, modified noise eigenvalues can be written as

(35)

where INR is the interference-to-noise ratio of the mode with
the largest noise variance . If the definitions of (34) and
(35) are used in (33) in place of and , respectively,
increased loss or thermal noise levels will reduce the amount of
supergain. Mathematically, these additions eliminate the very
small eigenvalues associated with supergain weighting.
With this regularization, we assume that the water-filling ca-

pacity solution will select a finite set of communication modes
which will lead to bounded capacity. We can then resort to ma-
trix notation to express the system capacity as

(36)

where . The optimal covariance can be de-
termined using the water-filling solution under the constraint

[see (28)].

This capacity formulation is directly related to the analyses
provided in [12] and [13]. Specifically, these prior studies rep-
resent the transmission in terms of eigenfunctions of the radi-
ation operator, and therefore constraining the basis coefficients
will constrain the radiated power (as opposed to the currents).
This results in supergain solutions and unbounded capacity, al-
though in prior studies the supergain is restricted by limiting the
number of basis functions used in the expansion. While this is a
reasonable approach, it is important to recognize that the level
of supergain for a linear combination of modes can be accept-
able even if a small amount of the energy is devoted to a mode
characterized by a high degree of supergain. Therefore, using a
complete basis but limiting the impact of supergain by practical
considerations (such as loss and noise) provides a method for
achieving the optimal performance under practical constraints
that can be directly tied to real materials and system architec-
tures.
Finally, we emphasize that when investigating the transmit

currents or receive weights with their associated radiation pat-
terns, it is typically desired to view the physical characteristics
of the actual communication modes rather than the basis func-
tions and which for this formulation are eigen-
functions of the noise covariance and radiation operators, re-
spectively. Assuming that only a finite basis is required to per-
form the capacity analysis, we can express the SVD of the ef-
fective channel matrix as . The th communication
mode has transmit coefficients representing the th
column of , indicating that the actual current weight vector
is given as , where is the diagonal matrix with
entries . A similar analysis can be performed at the receiver.

B. Model Problem

A simple problem where eigenfunctions can be determined
in closed form consists of currents flowing in the axial di-
rection on the surface of a circular cylinder of radius . The
received field is sampled on the surface of an identically-ori-
ented receive cylinder of radius . Equation (3) can then be ex-
pressed in cylindrical coordinates (for ) as

. The transmit and receive eigenfunctions for
this problem are

(37)

for , , which can be readily demonstrated by
substitution of these functions into (4) and (32). The eigenvalues
become

(38)

where is the Bessel function of the first kind of order .
Finally, using the LOS propagation described in (16), the nor-
malized channel has coefficients

(39)

Clearly, the resulting matrix has unity rank, which is consis-
tent with the LOS propagation model. However, the Frobenius
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Fig. 5. Capacity versus transmit efficiency for ��� � ���� and versus 1/INR
for an efficiency of � � ��		 for transmit current and field reception on the
surface of circular cylinders with radii � � � � ��
.

norm of the matrix is unbounded as , which indi-
cates that the capacity of this system is unbounded. If, however,
the eigenvalues are modified as indicated in (34) and (35), the
capacity will be bounded. Fig. 5 plots the capacity as a function
of transmit eigenfunction efficiency at an INR of 10 dB for
cylinders with . The figure also shows the ca-
pacity as a function of 1/INR (to emphasize the behavior at low
thermal noise) for an efficiency of . These curves em-
phasize the dramatic impact of supergain on the performance,
including unbounded capacity growth as the loss or noise is re-
duced to zero.
It is also possible to examine this case for thermal noise where

supergain at the receiver does not contribute to increased ca-
pacity. In this case, the analysis changes slightly, although the
final conclusion of infinite capacity remains valid unless the
transmit supergain is restricted as discussed.

C. Numerical Approximation of Eigenfunctions

For more general transmit currents and receive volumes, we
must again resort to a numerical approximation to the eigen-
functions. Substitution of (18) into (27) produces the matrix

(40)

where is computed from (27) with sub-basis functions re-
placing the basis functions. We can also express
where is computed from (32) with the sub-basis functions
replacing the basis functions. Since and are Hermitian
matrices, their eigenvalue decompositions (EVD) can be ex-

pressed as and , where the eigen-

vector matrices and are unitary and the diagonal eigen-

value matrices and are real. We must therefore choose
and to diagonalize and , with the desired

eigenvalues given as and .

Fig. 6. Numerically computed capacity versus transmit effiency for three dif-
ferent INR values using the modified channel description ��� � �� � ��
.

The resulting eigenvalues can be regularized using the defini-
tions in (34) and (35) for suppression of supergain. Then, com-
puting for the sub-basis functions as in (19) and using the
definition of in (33) allows us to write

(41)

We finally can compute the system capacity for this channel
matrix using (36).
We will again use the basis functions and channel realization

discussed in Section III-C. Equation (23) remains valid for the
channel matrix . Equation (27) for this sub-basis yields

(42)

For the identical transmit and receive apertures used here and
assuming , . To specify the
system SNR, we compute each quantity for a single sub-basis
function as in Section III-C and define the system SNR as

(43)

Once again, the value of required to obtain an SNR of 20 dB
is computed, and this value is held constant as the number of
sub-basis functions increases.
Fig. 6 plots the capacity versus the transmit effiency for an

aperture with and three different values of INR.
The computation has been performed using basis func-
tions per dimension based upon a convergence study. The results
confirm the findings associated with Fig. 5, showing bounded
capacity only for non-zero transmit loss and receive thermal
noise. More importantly, this example demonstrates application
of the approach to general geometries and channel propagation
environments.
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V. CONCLUSION

This paper has presented a general framework for deter-
mining the available capacity of continuous-space electromag-
netic channels. The approach expands the transmit antenna
currents and receive antenna weights using basis functions,
and determines the optimal functional form for these quantities
for the electromagnetic propagation channel. Prior analyses of
this problem fit within this general framework, with different
approaches effectively corresponding to using basis functions
consisting of eigenfunctions of different operators. These
solutions are directly linked to the constraint on the transmit
power and the assumptions regarding the correlation of the
receiver noise. The advantage of this general formulation is that
it highlights the key differences between the existing analyses
and provides insight into the interpretation of the results.
Furthermore, the insight enabled by the framework allows ac-
tually mixing the assumptions (such as constraining the current
magnitude combined with spatially correlated receiver noise).
Finally, the fact that the method produces the aperture distri-
butions and radiation patterns implies that it has the potential
to be used as part of a more comprehensive antenna synthesis
approach.
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