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ABSTRACT

DESIGN AND ANALYSIS OF CHARGE-TRANSFER

AMPLIFIERS FOR LOW-POWER

ANALOG-TO-DIGITAL CONVERTER APPLICATIONS

William J. Marble

Electrical and Computer Engineering

Doctor of Philosophy

The demand for low-power A/D conversion techniques has motivated the

exploration of charge-transfer ampli�ers (CTAs) to construct eÆcient, precise voltage

comparators. Despite notable advantages over classical, continuous-time architec-

tures, little is understood about the dynamic behavior of CTAs or their utility in

precision A/D converters. Accordingly, this dissertation presents several advance-

ments related to the design and analysis of charge-transfer ampli�ers for low-power

data conversion.

First, an analysis methodology is proposed which leads to a deterministic

model of the voltage transfer function. The model is generalized to any timing scheme

and can be extended to account for nonlinear threshold modulation. The model

is compared with simulation results and test chip measurements, and shows good

agreement over a broad range of circuit parameters.

Three new charge-transfer ampli�er architectures are proposed to address

the limitations of existing designs: �rst, a truly di�erential CTA which improves upon



the pseudo-di�erential con�guration; second, a CTA which achieves more than 10x

reduction in input capacitance with a moderate reduction in common mode range;

third, a CTA which combines elements of the �rst two but also operates without a

precharge voltage and achieves nearly rail to rail input range. Results from test chips

fabricated in 0.6 �m CMOS are described.

Power dissipation in CTAs is considered and an idealized power consump-

tion model is compared with measured test chip results. Four �gures of merit (FOMs)

are also proposed, incorporating power dissipation, active area, input charging energy

and accuracy. The FOMs are used to compare the relative bene�ts and costs of par-

ticular charge-transfer ampli�ers with respect to 
ash A/D converter applications.

The �rst 10-bit CTA-based A/D converter is reported. It consumes low

dynamic power of 600 �W/MSPS from a 2.1 V supply, 40% less than the current state

of the art of 1 mW/MSPS. This subranging type converter incorporates capacitive

interpolation to achieve a nearly ideal comparator count and power consumption. A

distributed sample-and-hold (S/H) eliminates the need for a separate S/H ampli�er.

A test chip, fabricated in 0.6 �m 2P/3M CMOS, occupies 2.7 mm2 and exhibits 8.2

e�ective bits at 2 MSPS.
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Chapter 1

Abbreviations and Conventions

The abbreviations and labeling conventions contained in Tables 1.1 and 1.2

are used commonly throughout this dissertation. Most are also de�ned in the text

when used for the �rst time.

Table 1.1: List of conventions

Labels

PD Dynamic power, �W/MSPS
VDD Power supply voltage
VSS Ground supply voltage
VSUP Supply voltage (VDD{VSS)
VIN Input voltage
VREF Reference voltage
VO Output voltage (also labeled VOUT )
VOi ith output voltage
VPR Precharge voltage
VTN NMOS threshold voltage
VTP PMOS threshold voltage
VOS O�set voltage
Sk kth MOS switch
�Sk Logical complement of Sk
Mk kth MOS device in a circuit
CT Transfer capacitance
CL Load capacitance
CC Coupling capacitance
ACC Relative ampli�er accuracy, in bits
�A Mean ampli�er o�set voltage
�A Standard deviation of ampli�er o�set voltage

1



Table 1.2: List of abbreviations

Abbreviations

ADC Analog-to-digital converter
BE Body e�ect
CMOS Complementary metal oxide semiconductor
CMR Common-mode range
CMRR Common-mode rejection ratio
CTA Charge-transfer ampli�er
DCCTA Direct-coupled charge-transfer ampli�er
DCTA Di�erential charge-transfer ampli�er
DIBL Drain induced barrier lowering
DNL Di�erential nonlinearity
DRAM Dynamic random access memory
ENOB E�ective number of bits
FCTA Feedback charge-transfer ampli�er
FET Field e�ect transistor
FOM Figure of merit
FSR Full scale range
IC Integrated circuit
INL Integral nonlinearity
kSPS Kilo-samples per second
LSB Least signi�cant bit
MOS Metal oxide semiconductor
MSB Most signi�cant bit
MSPS Mega-samples per second
NMOS N-channel metal oxide semiconductor
PLCTA Precharge voltage-less charge-transfer ampli�er
PMOS P-channel metal oxide semiconductor
PSRR Power-supply rejection ratio
RAM Random access memory
RMS Root mean squared
RPC Residual precharge current
SAR Successive approximation register
SNDR Signal to noise and distortion ratio
SPS Samples per second
SRAM Synchronous random access memory

2



Chapter 2

Introduction

Charge-transfer ampli�ers (CTAs) have been used as sense ampli�ers in

digital integrated circuits, such as random access memory (RAM)1, for over thirty

years. A simple CTA with only a few transistors and a capacitor o�ers the best com-

bination of speed and power for such a low precision application (e.g., 1-bit). For this

reason, the use and study of charge-transfer ampli�ers has, until recently, been the

exclusive domain of memory array designers. But the seminal work by Kotani, Ohmi

and Shibata in 1997 [1,2] expanded the �eld of charge-transfer ampli�ers into analog

applications such as precise sense ampli�ers, comparators and A/D converters, open-

ing many new doors for research and discovery. This dissertation explores the design

and analysis of charge-transfer ampli�ers and reports several related advancements

to the �eld.

The advantages inherent in the construction of charge-transfer ampli�ers

create a compelling case for furthering their use in precise sensing applications such

as A/D converters. CTAs can be made extremely power eÆcient; they are compact

and straightforward to design; and they are notably robust and tolerant to common

CMOS process variations.

Initial research into the construction of CTA-based comparators has been

promising, yet there remains a great deal to be studied and proven about the analysis,

design and use of charge-transfer ampli�ers in an A/D converter environment. This

dissertation is aimed at exploring the relatively new �eld of precision charge-transfer

1The construction of stored-charge memory circuits is outside the scope of this work. For refer-
ence, Appendix A lists several types of memories in which CTAs have previously been utilized.
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ampli�ers, �rst by providing a comprehensive review of the existing literature and re-

search, and second by reporting several advancements to the �eld, namely (1) dynamic

analysis techniques, (2) novel design architectures and (3) the �rst demonstration of

a 10-bit A/D converter utilizing a completely CTA-based methodology.

2.1 A Brief History of Charge-transfer Ampli�ers

Charge-transfer ampli�ers operate on the principle of capacitive charge

sharing. If two capacitors are electrically coupled such that charge, but not voltage,

is shared, then it is possible to achieve voltage ampli�cation by transferring charge

from the larger capacitor to the smaller one. The voltage gain is simply the ca-

pacitance ratio. This type of voltage ampli�cation consumes no static (DC) current

and arbitrarily small dynamic current, depending on the sizes of the capacitors. In

contrast to continuous-time ampli�ers, which dissipate power all of the time, CTAs

consume current only when needed and in proportion to the size of the signal.

Engineers at IBM were awarded the �rst two patents for charge-transfer

ampli�ers: Yao in 1973 [3] and Dennard in 1976 [4]. Yao's patent claims a straight-

forward NMOS circuit used for amplifying stored charge in a memory element. Den-

nard's patent covers essentially the same circuit as Yao's, but adds a pseudo-di�erential

input con�guration and integrates a dynamic latch on the back end. These two

patents formed the foundation for the next 20+ years of research in CTA design, and

are still widely referenced in the literature on stored charge memory detection circuits

(for example, see [5]).

In 1976, Heller [6] presented a CTA in the IEEE Journal of Solid State

Circuits (JSSC), which built upon Yao's and Dennard's patents. Heller continued

this work for several years [7], using the designs exclusively in memory circuits. More

recently, Kawashima and Kim reported state of the art performance in G-bit scale

SRAM and DRAM circuits respectively, each featuring incrementally better charge-

transfer ampli�er designs [8, 9].

Then in 1997 [1, 2] Kotani demonstrated a novel approach to the use of

CTAs by constructing a 4-bit 
ash A/D converter with 8-bits of accuracy out of
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comparators that consisted of a low accuracy latch and a novel charge-transfer am-

pli�er. Unlike the CTAs used as DRAM sense ampli�ers, which use a grounded gate

con�guration, Kotani's ampli�er was gate-driven in a method similar to a classical

MOS ampli�er stage. The new design exhibited both low o�set 
uctuation and dual-

polarity signal ampli�cation, two critical attributes for a comparator preampli�er.

Kotani's groundbreaking research introduced the world to a new way of thinking

about CTAs.

The \CMOS CTA" [2] incorporated parallel NMOS and PMOS charge

transfer ampli�ers in order to cancel systematic o�set due to circuit imbalance. The

result was high tolerance to 
uctuations in device parameters, such as threshold

voltage and e�ective length. Although the mean o�set voltage was large and unpre-

dictable across sample die, the standard deviation was small, even across variations

in device parameters and external conditions. These properties are ideal for 
ash

A/D converters (although not necessarily for other architectures such as subranging

or pipelined).

Applying his new CTA to a 4-bit 
ash ADC, Kotani demonstrated 8 bits

of accuracy (in terms of DNL, not INL or gain o�set) and up to 10 mega-samples

per second (MSPS) operation. Purely dynamic power was around 4 �W/MSPS per

comparator from a 3.3 V supply, not counting the reference voltage generator. The

matching accuracy was achieved with near minimum scale devices. For comparable

speed and matching performance, a continuous time preampli�er would have required

about twice the current and at least ten times larger devices assuming a typical AV T

matching coeÆcient of 20 mV��m.
Kotani later theorized that CTAs could be applied to 10-bit accurate ADCs

(or the limit of on-chip capacitor matching) and up to several tens of MSPS, depending

on the process geometry. He also concluded that all of this could be achieved by using

small active devices and with up to 50% less overall power than the best reported

10-bit ADC [10].

Kotani also published a latched feedback CTA (FCTA) at the 1999 ISSCC

[10, 11]. This circuit incorporated a latching mechanism into the CTA itself (unlike
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Dennard's original patent, which simply included a dynamic latch at the back end). A

fully di�erential FCTA achieved very low o�set by incorporating two active feedback

CMOS CTAs in parallel, in contrast to \dummy di�erential" methods suggested in

all previous memory-related CTA literature.

Besides the publications and patents related to the researching of this dis-

sertation, no other literature related to precision charge-transfer ampli�ers exists to

the author's knowledge.

2.1.1 Transconveyance

An instructive visualization of a charge-transfer ampli�er appears in Figure

2.1. In response to an input stimulus, �VIN , the ampli�er transfers a proportional

amount of charge to or from the load, CL. Whereas a transconductance ampli�er

conveys a proportional output current in response to an input voltage, a CTA conveys

a proportional amount of charge,

�Q = gc�VIN ; (2.1)

where gc is a new term which is called transconveyance (units of Farads). A per-

haps more intuitive terminology, trans-capacitance, is also suggested because gc often

correlates to the value of an actual circuit capacitor.

∆VIN

CL

gc
∆Q

∆VOUT

Figure 2.1: Symbolic charge-transfer ampli�er

Given a load capacitance, CL, it is straightforward to convert (2.1) into an

open loop voltage gain, AO, by projecting �Q onto CL

AO =
�VOUT
�VIN

=
gc
CL

: (2.2)
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A proposed idealized equivalent circuit of a charge-transfer ampli�er is

shown in Figure 2.2. The input voltage, VIN , is switched onto the capacitor, C1, at

times t = t1, t2, ... , tn and switched o� of the capacitor immediately. Each time the

voltage is switched onto C1, an impulse of charging current iC1

ows in the capacitor

in order to establish the new input voltage. Speci�cally, this current equals

iC1
= Qi � Æ(t� ti) (2.3)

since the integral of iC1
over each t 2 (ti�,ti+) equals Qi, or the total amount of charge

added to C1 at ti. It is clear that

Qi = C1(VINi � VINi�1)

= C1�VINi : (2.4)

VIN CL

VOUT

+
- C1

iC1

iC1

t=t1,t2,...,tN

Figure 2.2: Equivalent circuit of a charge-transfer ampli�er

A current controlled current source pulls a copy of iC1
from the load ca-

pacitor, CL. The amount of charge transferred from CL at time ti equals Qi. The

change in output voltage is

�VOUTi = �VINi
C1

CL
: (2.5)

In a discrete time sense, this is exactly the same result described in (2.1) and depicted

in Figure 2.1 for a transconveyance of gc = C1. Further details on the realization of

such circuits is one of the primary topics of this dissertation.
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2.2 Low-power A/D Converters

Due to advancements in digital signal processing (DSP) and the down-

scaling of CMOS technology, it is almost always desirable to implement most of the

functions of an electrical system with digital algorithms and �lters. Yet, signals

occurring in nature (i.e., speech, light intensity, motion, chemical composition, etc.)

are inherently analog, leading to the conclusion that any IC which interfaces to the

real world must include some form of A/D conversion. As a result of demand for

higher levels of performance and integration in IC applications, there is a widespread

need for power-eÆcient A/D converters.

Figure 2.3 shows a commonly accepted ADC circuit symbol, and Figure

2.4 illustrates the digitization of an analog signal by an 8-bit sampling ADC. The

digital output represents the closest approximation to the sampled signal at discrete

points in time.

DOUT<N:0>AIN

ADC

Figure 2.3: Symbolic A/D converter

The �eld of A/D converters has so matured over the years that entire text-

books are now dedicated to the study of single architectures. Some designs have

been reported with speed and resolution performance near the fundamental limits

of physics. While some opportunities do still exist for research in maximizing the

product of A/D converter speed and resolution, the most fruitful and relevant area

for research and innovation is now in minimizing power while preserving high perfor-

mance.
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Figure 2.4: Digitization of an analog signal by an 8-bit A/D converter

Flash converters are popular for their simplicity and low latency. The

classical N-bit 
ash consists of a reference voltage generator (as in a resistor lad-

der), 2N � 1 comparators, and binary encoding logic, as shown in Figure 2.5. Since

comparators consume a substantial portion of the ADC power and silicon area, 
ash

converters are considered economical only up to about 7 bits. Beyond this point, the

size and power become prohibitively large and ineÆcient due to the 2N growth factor

in comparator count. However, the 
ash converter is a key building block in several

common architectures achieving greater than 7 bits. For instance, 10-bit subranging

ADCs are typically implemented with two 5-bit 
ash converters, and 16-bit delta-

sigma ADCs are often designed with 4- to 6-bit 
ash quantizers to increase stability,

resolution and speed.

2.2.1 A/D Converter Speci�cations

Common speci�cations given for A/D converters are listed below.

� Resolution: The resolution of an A/D converter is given by the number of

bits, N. The resolution is the smallest increment of output that the converter
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Figure 2.5: Block diagram of an N-bit 
ash A/D converter

can produce. For example, a 10-bit A/D converter has a resolution of 10 bits

or 1 part in 210 or 0.098%.

� Integral Nonlinearity: The integral nonlinearity (INL) measures the maxi-

mum allowable deviation from an ideal straight line drawn between zero and

full-scale outputs. Often linearity is given in fractions of an LSB. For example,

�1/2 LSB INL for a 10-bit A/D converter means that the converter output

never deviates more than 1/2 LSB from the straight line ideal output.

� Di�erential Nonlinearity: The di�erential nonlinearity (DNL) measures the

maximum deviation from ideal of the output between two adjacent codes. It

is expressed in fractions of an LSB. For example, �1/2 LSB DNL for a 10-bit

converter means that the output between adjacent codes never deviates from
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the ideal, which is 1 LSB, by more than 1/2 LSB. In other words, from one

adjacent output code to the next, the change in input is always between 1/2

and 1 1/2 LSB.

� Monotonicity: An A/D converter is said to be monotonic if each step in the

digital code output corresponds to an increase in the analog input, however

small or large. In general, an A/D converter is expected to be monotonic if the

DNL is less than 1 LSB.

� Latency: The latency measures how long it takes from the time an A/D con-

verter begins a conversion to the time when a valid digital output is ready.

When the converter uses a clock to determine timing, latency is expressed in

terms of clock cycles. Otherwise, latency is given in units of time.

� SNR: The signal-to-noise ratio (SNR) is a spectral measurement of the output

of an A/D converter in response to a perfect sine-wave input. Given in dB, SNR

is the ratio of signal magnitude to the noise 
oor of a converter. SNR changes

with sample rate, generally becoming worse at higher sample rates and as the

input frequency approaches the Nyquist rate (when the input frequency is half

the sample rate) or above. SNR is a function of the resolution.

� SDR: The signal-to-distortion ratio (SDR) is a spectral measurement of the

output of an A/D converter in response to a perfect sine-wave input. Given

in dB, SDR is the ratio of signal magnitude to the combined magnitudes of

the harmonic distortion peaks (usually the sum of 3rd, 5th and 7th harmonics).

SDR changes with sample rate, generally becoming worse at higher sample rates

and as the input frequency approaches the Nyquist rate or above.

� SNDR: The signal-to-noise-and-distortion ratio or (SNDR, also called SINAD

or SDNR) is a spectral measurement of the SNR plus SDR. It measures the

total quality of the output of an A/D converter response to a perfect sine wave

input.
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Figure 2.6: Dynamic performance of a 10-b A/D converter as a function of input
frequency

� ENOB: The e�ective number of bits (ENOB) is a dynamic measure of resolu-

tion. Usually speci�ed at a given sample rate and input frequency, ENOB is

always less than or equal to the ideal resolution number. For example, a 10-bit

resolution converter might only have 9.3 e�ective bits at the Nyquist sampling

rate. ENOB is a convenient way of incorporating SNR and SDR into a single

number that relates to the ideal converter resolution.

Figure 2.6 shows the relationship between SNR, SDR, SNDR and ENOB for a

theoretical 10-bit A/D converter. The ideal 10-bit ADC represents the minimum

possible noise 
oor that is possible with perfect 10-bit quantization. Summing

the SNR and SDR together gives the SNDR in dB (left axis), which has a

direct translation to ENOB (right axis). The SDR becomes markedly worse

as the input frequency approaches and surpasses the Nyquist rate, while noise

remains relatively constant.
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Figure 2.7: Dynamic performance of a 10-b A/D converter as a function of sample
rate

Figure 2.7 shows how SNDR and ENOB drop as the sample rate increases. The

input signal remains �xed at 4.4 MHz. When the converter reaches 20 MSPS,

ENOB is about 9.6. Dynamic performance begins to drop considerably above

20 MSPS; once the speed reaches 40 MSPS, ENOB is about 5. The converter

shown here would be speci�ed with a maximum sample rate of about 20 MSPS.

� Dynamic Range: The dynamic range of an A/D converter measures the range

of input signals that can be converted successfully. Given in dB, dynamic range

is the ratio of the full-scale input range to the noise 
oor. For example, if the

full-scale input range is 2V (peak-to-peak) and the noise 
oor is 1mV, then the

dynamic range is 20log(2V/1mV) = 66 dB. The lowest possible noise 
oor for

an N-bit converter is always a function of N.

� Active Area: The active area gives the area occupied by the fabricated A/D

converter not counting external circuitry such as pads, power routing, company

labels, scribe lines, etc. Active area is given mm2 or in square mils.
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Figure 2.8: Voltage comparator (a) symbol and (b) voltage transfer function

2.2.2 Voltage Comparators

One of the most important building blocks of an A/D converter is the

comparator. A comparator is a 1-bit quantizer (or 1-bit A/D). The input consists of

two voltages for comparison, and the output is a logical 1 or 0. A typical comparator

is shown in Figure 2.8(a). The inputs are VIN and VREF , and the output is DO.

The transfer function of a comparator is

DO =

8>>>>><
>>>>>:

1 if VIN � VREF

0 if VIN < VREF

(2.6)

as shown in Figure 2.8(b).

A common way of constructing a comparator is to use a high-gain ampli�er;

in an ideal comparator, the gain is in�nite. Like all ampli�ers, comparators have o�set

voltage that can be measured directly at the input by observing the di�erence between

the reference voltage and the so-called trip point, VTRIP , as illustrated in Figure 2.9.

Most precision A/D converters rely on highly accurate comparators (e.g.,

low o�set voltage). A method of constructing a low-o�set comparator is shown in

Figure 2.10. It comprises a preampli�er and a latching circuit, where the latching

circuit outputs a logical 1 or 0. Latching circuits use regenerative feedback in order

to guarantee full CMOS logic level outputs, and usually have a large o�set voltage
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Figure 2.9: O�set voltage of a comparator

VIN
DO

VREF
A

A

VOFFSET-LATCH

VOFFSET-LATCH VOFFSET-PREAMP+

Figure 2.10: Diagram of a low-o�set comparator

(30 mV, or more). A small- to moderate-gain preampli�er can be designed with low

o�set voltage in order to boost the di�erence signal to a level that overcomes the

latch o�set voltage.

For example, if the latch input-referred o�set voltage is 30 mV but the

application requires accuracy of 4 mV, then a preampli�er is used to reduce the

input-referred o�set of the comparator by boosting the minimum-level 4 mV input

di�erence signal above 30 mV before it reaches the latch. This assumes, of course,

that the preampli�er o�set is suÆciently lower than 4 mV to begin with.

The comparator input-referred o�set is

VOS�COMP =
VOS�LATCH
APREAMP

+ VOS�PREAMP (2.7)
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where VOS�PREAMP is the preampli�er o�set voltage, VOS�LATCH is the latch o�set

and APREAMP is the gain of the preampli�er stage.

Continuous and Dynamic Ampli�ers

Continuous-time ampli�ers perform the ampli�cation function on a con-

stant basis without clocking or switching. Figure 2.11(a) shows the input-output

waveforms for a typical high-gain voltage comparator with a continuous-time pream-

pli�er (this could also be viewed as simply a high-gain ampli�er). At any given time,

the output represents a highly ampli�ed version of the di�erence between VIN and

VREF .

A dynamic ampli�er contains either switches or clocks to improve the func-

tionality. In contrast to continuous-time ampli�ers, dynamic ampli�ers are charac-

terized by sampling, or amplifying based on the time-sampled di�erence between VIN

and VREF . For example, Figure 2.11(b) shows the input-output waveforms for a hy-

pothetical comparator with a dynamic ampli�er. The input di�erence is sampled and

ampli�ed at the labeled sample points, and for a certain amount of time the output

represents a highly ampli�ed version of the sample. Before the next sample begins,

however, the output is reset to some common-mode value. In this illustration the

common-mode output is a voltage near mid-supply.

Low Power Comparators

EÆcient voltage comparators are critical to the construction of a low-power

A/D converter. Solving the problem of reducing the power drawn by a voltage com-

parator essentially boils down to developing an economical preampli�er. (Dynamic

latch circuits are usually designed with hybrid logic gates, and as such consume very

little power.) In principle, ampli�ers with the lowest dynamic power dissipation and

zero static bias current make the best candidates for constructing an eÆcient voltage

comparator. Ampli�ers �tting this description which can also be implemented in a

small silicon area, exhibit a wide input range and have low input capacitance, are

ideal. This topic is the motivation behind the work reported in this dissertation.
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Figure 2.11: Output voltage waveforms for (a) static and (b) dynamic comparators

2.3 Contributions of this Work

This dissertation focuses on the analysis, design and application of charge-

transfer ampli�ers for low-power 
ash A/D converters. The contributions of the

dissertation are summarized below.

1. Techniques for analysis of the dynamic behavior of charge-transfer ampli�ers.

Until now, the published literature concerning the behavior of CTAs has been

limited to qualitative analysis backed by Spice simulations [2,11]. Not only is the

lack of formal analysis intellectually unsatisfying, it also leaves future designers
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with the equivalent of an idealized opamp model { useful, but not enough to

design practical circuits in the real world. This dissertation provides, for the

�rst time, a quantitative study of the dynamic behavior of CTAs, including:

� A development of the voltage transfer function;

� An analysis of o�set voltage and its dependencies.

2. Novel ampli�er architectures to address the weaknesses of early designs. Early

CTAs are limited in practical use by several factors, including high input ca-

pacitance, large and unpredictable o�set voltage, and special reference voltage

requirements. Three new architectures are presented to overcome previous lim-

itations with respect to the following attributes:

� O�set voltage;

� Input capacitance;

� Precharge voltage requirements.

3. Power dissipation analysis and �gures of merit. The dynamic power dissipation

of charge-transfer ampli�ers is considered. An idealized model is formulated and

discussed in light of actual circuit measurements. Figures of merit are proposed

to compare the relative merits of existing and future charge-transfer ampli�ers.

4. A 10-bit CTA-based A/D converter. In all existing literature, 4-bit ADCs have

been used to predict the potential of CTAs (up to 10-bits of precision without

trimming); yet the design of a 4-bit ADC is elementary in comparison with ADC

architectures needed in many practical applications. This dissertation describes

the implementation and evaluation of the industry's �rst 10-bit CTA-based A/D

converter. In addition to achieving the desired precision, the reported converter

is marked by the following unique features:

� Power dissipation. The reported converter consumes 40% less dynamic

power than any published 10-bit A/D converter as of January 2003.
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� Capacitive interpolation. The number of CTAs in the �nebank is reduced

from 62 to 23 through the �rst known use of capacitive interpolation of

charge-transfer ampli�er outputs.

� Cascaded CTAs. The �rst use of cascaded fully-di�erential CTAs helps

realize low o�set voltage and high gain.

� Distributed sample-and-hold. A novel input switching scheme allows the

existing input capacitors of the CTA preampli�ers to perform a distributed

sample-and-hold function. This eliminates the need for a separate sample-

and-hold ampli�er and reduces the overall power dissipation.

The contributions presented in this dissertation are published in [12{17].

Some of the design techniques are covered under U.S. patents [18{21], each ascribed

to the author.

2.4 Organization of the Dissertation

The dissertation is organized as follows.

Chapter 3 presents a summary of existing CTA architectures beginning

with a well-known NMOS CTA. A pseudo-di�erential architecture is discussed. Two

recent ampli�ers, the CMOS CTA and feedback CTA are also presented.

Chapter 4 introduces an analysis technique which can be applied to deter-

mine the frequency-dependent voltage transfer function. Examples of the analysis are

given for the NMOS CTA, the CMOS CTA and the fully-di�erential CTA. The results

are compared with Spice simulations. O�set analysis techniques are also considered

and fabrication results are provided.

Chapter 5 describes three new CTAs which are designed for practical use.

The �rst is a truly di�erential ampli�er, which is also introduced in the analysis of

Section 4.3. Next, an ampli�er with low input capacitance is presented. Finally, an

ampli�er requiring no precharge voltage is proposed. Various performance tradeo�s

are examined and experimental results are given.
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Chapter 6 provides a quantitative discussion regarding the dynamic power

dissipation of charge-transfer ampli�ers. This chapter also presents four �gures of

merit (FOMs) for use in evaluating the relative advantages of using existing or fu-

ture charge-transfer ampli�ers. The FOMs are intentionally related to speci�c A/D

converter architectures.

Chapter 7 discusses the design, fabrication and testing of a 10-bit CTA-

based A/D converter. Design techniques and challenges are discussed. Several opti-

mization methods are explored. Measurements from silicon test chips show that the

converter performs well over a wide supply voltage range and consumes less dynamic

power than any reported 10-bit converter in the literature at the time of testing.

Chapter 8 summarizes the dissertation and presents conclusions about the

impact of this research. Additional research topics for future work are suggested.

Appendix A contains a table showing common memory architectures which

have incorporated CTAs in the past.

Appendix B shows the Matlab code used to implement the dynamic be-

havior model of the fully di�erential charge-transfer ampli�er in Section 4.3.
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Chapter 3

Existing CTA Architectures

This chapter gives a brief introduction to four known charge-transfer ampli-

�er architectures. First, the NMOS CTA is a gate-driven circuit with similarity to the

traditional NMOS inverting ampli�er. Second, the CMOS CTA comprises multiple

ampli�cation channels to alleviate two obvious limitations of the NMOS CTA. Third,

the pseudo-di�erential charge-transfer ampli�er has been suggested for achieving zero

mean o�set voltage. Finally, the feedback CTA incorporates a latching mechanism

for improved response time and in�nite gain.

In this dissertation, the following notation is adopted for MOS switches.

S1 and *S1 denote the control status and complement respectively of switch S1. For

example, if S1 is open then *S1 is closed, and vice versa. Note that in the NMOS

CTA described immediately below, *S2 is used in the circuit but not S2. The reason

for not using S2 and reversing the control polarity will become apparent with the

introduction of additional CTAs. In those circuits, it is conventional for S2 and *S2

to follow a certain polarity, and the NMOS CTA is drawn for consistency with the

same scheme.

3.1 NMOS Charge-transfer Ampli�er

The well-known NMOS CTA is shown in Figure 3.1. An analysis of the

dynamic behavior of this device appears in Section 4.1 and a discussion on the power

dissipation is provided in Section 6.1.

Figure 3.2 shows the NMOS CTA during the (a) reset, (b) precharge and

(c) amplify phases. In the reset phase both S1 and S2 are open. All circuit nodes are
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Figure 3.1: Diagrams of (a) NMOS CTA, (b) classical NMOS ampli�er, (c) CTA
timing chart

discharged in this phase. Capacitor CT is discharged to VSS and the output node is

discharged to the precharge voltage, VPR.

In the precharge phase S1 is closed. VO remains tied to VPR, but CT is

now disconnected from VSS. The transfer capacitor, CT , precharges through MN1

towards the drain voltage, VPR. Device cuto� stops the precharging when node B

reaches VIN{VTN , where VTN is the NMOS threshold. This process occurs fairly

rapidly, depending on the size of CT and the strength of MN1.

The �nal phase is the amplify phase. First, the output is detached from

VPR. For any positive �VIN at the gate node, MN1 becomes active and conducts

current from CL to CT . Current 
ow continues until node B rises by �VIN , at which

point MN1 is again cuto�. The charge conveyed to CT equals CT ��VIN . Since all of
the charge came from CL, VO experiences a voltage drop of �VIN(CT=CL).

In this way, a MOS device is used to create a controlled current source to

transfer charge from CL to CT . The inverting gain of this ampli�er is {CT/CL. This

circuit is a simple, yet robust illustration of a charge-transfer ampli�er as described
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Figure 3.2: NMOS CTA in its operating phases: (a) reset, (b) precharge and (c)
amplify

in Section 2.1.1. No static power is consumed by the NMOS CTA and the dynamic

current can be made arbitrarily small by appropriate selection of CT and CL.

Note that when VSS > VPR{VTN , MN1 starts out in subthreshold. Ac-

cording to an idealized analysis, no current 
ows through MN1 in this situation and

no voltage gain is achieved. In reality, however, a subthreshold current continues to


ow and this e�ect is not negligible. The study and analysis of subthreshold CTAs is

outside the scope of this work. Section 6.6 describes some measurements taken on a

CTA-based comparator operating in deep subthreshold. Subthreshold CTA analysis

and design is suggested as an area for future work in Section 8.2.
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Figure 3.3: CMOS charge-transfer ampli�er

The source follower action gives this circuit an inherent immunity to 
uctu-

ations in device parameters, such as threshold voltage and transconductance. More-

over, there is only one restriction on VSS: it must be suÆciently low to \erase" memory

from the previous cycle. This is because MN1 must bias in the active region in each

precharge phase.

3.2 CMOS Charge-transfer Ampli�er

The NMOS CTA has two signi�cant problems. First, its o�set voltage is

inherently large when any residual current exists in MN1 at the start of the amplify

phase. This current is projected directly onto CL, resulting in an uncontrollable o�set.

Even if precharging is complete, subthreshold current still leads to a potentially large

o�set if the load capacitance is small. The second problem is the single polarity

ampli�cation. Only positive �VIN gets ampli�ed by the circuit. When �VIN is

negative, MN1 becomes more cuto� and no charge transfer occurs.

To solve these two problems, Kotani developed the CMOS CTA shown in

Figure 3.3 [1]. It is comprised of parallel NMOS and PMOS CTAs with gate and

drain nodes shared. The NMOS channel ampli�es signals of positive polarity in the

manner described above. The PMOS device is also precharged to cuto�, but since
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the gate-source \on" voltage is negative, the PMOS channel ampli�es only signals of

negative polarity. In the ideal scenario, CT devices are matched as closely as possible

so that positive and negative polarity signals are ampli�ed with the same gain.

If the NMOS and PMOS devices are designed for matching betas, then the

residual precharge current in the amplify phase can be reduced. This can never be

a perfect matching, however, because NMOS and PMOS transistors vary di�erently

over temperature and processing. Test chip measurements of fabricated CMOS CTAs

have shown a normally distributed o�set voltage with mean of {11 mV and standard

deviation of 1.4 mV (16 samples from the same lot) [2].

3.3 Pseudo-di�erential Charge-transfer Ampli�er

An obvious, but e�ective, means of zeroing the o�set of a CMOS CTA is

to use the pseudo-di�erential CTA (PDCTA) con�guration shown in Figure 3.4. The

upper channel is the CMOS CTA of Figure 3.3 and the lower channel is a second

CMOS CTA with both inputs tied directly to VREF . No gain is contributed by

this channel; it only serves to null the o�set. When both channels are laid out for

parallel matching, the o�sets from each channel are subtracted to yield an overall

zero mean o�set. It is a fairly straightforward exercise to extrapolate the o�set and

power data from the CMOS CTA to the PDCTA. While e�ective in reducing o�set,

this con�guration is technically wasteful in terms of area. A superior fully-di�erential

CTA is proposed as a part of this work in Section 5.1.

3.4 Feedback Charge-transfer Ampli�er

A charge-transfer ampli�er with a dynamic feedback mechanism (FCTA)

has also been proposed recently [10]. This ampli�er ampli�es and then rapidly latches

the input signal while preserving a relatively low power dissipation. The circuit

appears in Figure 3.5.

The unique feature of this ampli�er is the addition of MOS devices MN2

and MP2. Like the CMOS CTA, the FCTA functions in three phases. The reset and
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Figure 3.4: Pseudo-di�erential charge-transfer ampli�er

precharge phases are identical to the CMOS CTA. At the end of the precharge phase,

the source nodes of MN1 and MP1 are VPR{VTN and VPR{VTP respectively.

In the amplify phase, the output (drain) and input (gate) nodes of MN1

and MP1 are disconnected from the precharge voltage, VPR. If, for example, VREF >

VIN then a positive �VIN is coupled onto the input node. This causes MN1 to turn

on and conduct current from CL to CT . The output voltage decreases as a result of

charge transfer, just as in the CMOS CTA. But the decrease in output voltage also

causes a decrease in the gate voltage of MP2, turning that device on incrementally

and beginning a secondary charge transfer between CT and CC . Since the left node

of CT was precharged to VDD, this secondary charge transfer simultaneously pulls the

source node of MN1 down further and increases the voltage at the input node. Thus,

a positive feedback network is created and the input signal is ampli�ed with in�nite
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Figure 3.5: Feedback charge-transfer ampli�er

gain until the output of the FCTA converges (i.e., the source-drain voltage of MN1

and MP2 go to zero).

When VREF < VIN , a similar positive feedback mechanism is formed by

MP1 and MN2. The FCTA is advantageous in the sense that when it interfaces

to a CMOS level dynamic latch, the input-referred o�set component of the latch is

negligible. However, the mean o�set of the FCTA is nonzero due to the imbalance

between NMOS and CMOS channels. Test circuits fabricated in 1.2 �m CMOS

showed a typical 25 mV mean o�set with 0.6 mV standard deviation (27 samples

from the same lot). As a result of the latching mechanism, the observed power

dissipation was 21.5 �W/MSPS, or roughly �ve times greater than the average power

of a CMOS CTA.
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Chapter 4

Analysis of Dynamic Behavior

Most of the published advancements in charge-transfer ampli�er design

provide an adequate qualitative discussion about the dynamic behavior [2, 6, 7, 10].

The multi-phase operation of CTAs is not as easily or neatly summarized as, for

example, the properties of an operational ampli�er. But prior to this work, no attempt

has been made to quantify the behavior of charge-transfer ampli�ers in terms of

characteristics such as voltage gain, bandwidth and o�set voltage. For these reasons, a

quanti�ed analysis of the dynamic behavior of charge-transfer ampli�ers is considered

in depth here.

This chapter begins by providing an analysis of a simple NMOS CTA. A

generalized model during each timing phase is constructed. The model, implemented

in Matlab, is compared with Spice simulations. The analysis techniques are then

extended to a more recent CMOS CTA [2] and to the fully-di�erential CTA proposed

in Chapter 5 [12]. For the latter, simulation results are compared with the model

implemented in Matlab. Regions where the model breaks down are also discussed

with some suggestions for future research.

4.1 Analysis of the NMOS Charge-transfer Ampli�er

Equivalent circuits for the NMOS CTA during each operational phase are

displayed in Figure 4.1. Without a loss in generality, closed switches have been

replaced with resistors and open switches have become open circuits. Dashed faded

lines indicate circuit components which can be safely neglected during a phase of

operation, such as the MOSFET itself during the reset phase.
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Figure 4.1: Equivalent circuits of the NMOS CTA during the (a) reset, (b) precharge
and (c) amplify phases

In the following sections, it is assumed for simplicity that VPR = 0 V and

that VSS = {VDD (symmetric supply).

Reset Phase

The reset phase illustrated in Figure 4.1(a) begins with nodes B and VO

at arbitrary potentials, as determined by the prior amplify phase. They are now

e�ectively isolated from one another by disengaging M1 from any current path. The

transient responses at nodes B and VO are RC exponential, described by the following
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two equations:

VBR(t) = (VBR(0)� VSS)e
�t=RS1CT + VSS (4.1)

where VBR(0) is the initial potential on node B and RS1 is the on resistance of S1,

and

VOR(t) = (VOR(0)� VPR)e
�t=RS2CL + VPR (4.2)

where VOR(0) is the initial potential on node VO and RS2 is the on resistance of S2.

The time constant for VB is generally of primary concern, as VO remains connected

to VPR during the precharge phase.

Given the typical dimensions of CTA switches and capacitors, a time con-

stant on the order of a nanosecond is expected for the reset phase. The number of

time constants required for a particular level of settling (in volts) depends on VSS.

A larger negative supply requires fewer time constants to reach the goal. However, a

small negative supply is favorable for minimizing power. This tradeo� is similar to one

encountered in digital design, where high supply rails facilitate faster clock rates but

also increase the power consumption exponentially. The NMOS CTA can remain in

the reset phase inde�nitely before proceeding onto the precharge and amplify phases.

As the following sections show, the settling time in the reset phase is prac-

tically negligible compared to the minimum time for the precharge phase. On a

�xed-clock scheme, even if the duration of the reset phase, tr, equals the duration of

the precharge phase, tp, it is safe to assume that the resetting will always be com-

plete except at very high sample rates. But since this analysis breaks down for other

reasons at high frequencies, it is assumed that resetting is always complete once the

precharge phase starts. For the NMOS CTA, this means that VB = VSS at the start

of the precharge phase.

Precharge Phase

An equivalent circuit for the precharge phase is shown in Figure 4.1(b).

Transistor M1 forms a current path for CT to charge towards the drain voltage, VPR,

until precharging is stopped by transistor cuto�. When this happens, VB = {VTN .
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Before continuing the analysis, some attention is given to the on resistance

of the MOS switches. RS3 is normally made small by using wide transistors so that

threshold 
uctuations in the pass gate devices do not introduce dynamic o�set into

the CTA. Charge injection errors from the switch comprising RS3 are small in e�ect

because the switch changes state at the beginning of the precharge phase, whereas

critical injection errors will be those occurring at the start of the amplify phase. On

the other hand, RS2 is made as large as possible with near minimum width transistors.

This is preferable in order to minimize charge injection errors and reduce the output

capacitance. Circuit simulations show that the precharge current does not exceed

several tens of microamps for an appreciable time period, so even a comparably large

RS2 reduces the drain voltage only slightly for a brief time.

Except for high sample rates which are basically impractical, the e�ects

of RS2 and RS3 are negligible. Therefore, this analysis does not account for �nite

switch resistance. Their e�ects are described at a later point and illustrated with

Spice simulations.

In the precharge phase, it is preferable to assume that transistor M1 is

biased in the active region. This assumption avoids a separate analysis for each of

three possible operating regions (active, triode, or subthreshold). An active bias

de�nitely exists when the drain and gate voltages are equal and when subthreshold

conduction currents do not pull the device substantially below cuto�. For now, an

active-region bias is considered uniformly true and the square law is applied1 [22] in

order to write the current equality at node B as

CT
dVBP (t)

dt
=

�n
2
[VTN + VBP (t)]

2; (4.3)

which can also be written

2CT
�n

[VTN + VBP (t)]
�2dVBP (t) = dt; (4.4)

1For submicron CMOS devices, the square law begins to become invalid. The relationship between
current and e�ective gate voltage becomes asymptotically linear in deep submicron technologies. As
shown later in this chapter, simulation results agree well with a model formulated on the basis of
the square law for 0.6 �m CMOS. However, this agreement may not be observed for CTAs designed
in a smaller process geometry.
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where �n = �nCOX(W=L) describes the relative strength of M1, �n is the electron

mobility, COX is the oxide capacitance per unit area and W/L is the transistor

width/length ratio. Now both sides of (4.4) are integrated to �nd VBP (t)

�2CT
�n

[VTN + VBP (t)]
�1 = t+ t0

VTN + VBP (t) = �2CT
�n

� 1

t+ t0

VBP (t) = �VTN � 2CT
�n

� 1

t+ t0
: (4.5)

The constant term, t0, satis�es an initial condition that VBP (0) = VSS. It also mod-

i�es the rate at which B settles toward its �nal value of {VTN . Precharging is not

exponential in t, so t0 is not called a time constant, but rather an initial condition

constant or boundary condition constant.

Interestingly, if nonzero RS3 were assumed in the above development, it

would not be feasible to arrive at an analytical solution like (4.5). Rather, the equa-

tions would reduce to the following transcendental equation

�2CT
�n

[VTN + VBP (t)]
�1 � 2RS3CT ln (VTN + VBP (t)) = t+ t0; (4.6)

which has no closed form solution.

Enumeration of the absolute limitations on the length of the precharge

phase is a subjective process. On one hand, voltage gain is achieved even when node

B does not fully precharge to {VTN . However, if the precharge phase is too short,

residual precharge current (RPC) will carry over into the amplify phase, leading to

a high dynamic o�set. This tradeo� is almost irrelevant in the newer di�erential

architectures, but it is a severe problem in single-ended output designs.

A general form of t0 is found by solving (4.5) at t = 0 (recall that VBP (0)

= VSS),

t0 =
2CT
�n

�
1

�VTN � VSS

�
: (4.7)

From (4.7) it is once again clear that VSS must be less than {VTN , in this case to

avoid a negative t0. Actually, a negative t0 is not physically impossible, but it does

indicate a situation where no precharging can occur.

33



Now that t0 is known, (4.5) describes all of the interesting activity during

the precharge phase. The circuit conditions at the end of the precharge phase can be

determined by evaluating (4.5) at tp seconds. Doing so sets up a boundary condition

for the amplify phase.

Amplify Phase

The amplify phase begins when the output node is disconnected from VPR.

An equivalent circuit at this point is shown in Figure 4.1(c). At the onset, VB is still

charging towards a �nal potential of {VTN . According to (4.5), the initial voltage

VBA(0) is

VBA(0) = VBP (tp) (4.8)

= �VTN � 2CT
�n

� 1

tpe
; (4.9)

where tpe = t0 + tp. Applying a positive �VIN at the gate of M1 activates the NMOS

device temporarily, until M1 becomes cuto� again by the same process described

earlier. In a manner similar to the development of (4.5), the voltage at node B during

the amplify phase is

VBA(t) = �VTN +�VIN � 2CT
�n

� 1

t + t1
(4.10)

where t1 is another boundary condition constant. The value of t1 is found by solving

(4.10) at t = 0 and noting that VBA(0) = VBP (tp),

t1 =
tpe

1 + �n
2CT

�VIN tpe
: (4.11)

It can be seen from (4.11) that both �VIN and tpe a�ect the dynamic

properties of the amplify phase. There is an intuitive explanation behind this result.

When �VIN is large, M1 becomes more strongly activated and conducts more current

at the start of the amplify phase. Likewise, when �VIN is small, so is the relative

on current of M1. Note that since tpe = tp + t0, it is an indirect function of supply

voltage, threshold voltage and MOS W/L ratio. Therefore, the dependence of t1

on tpe in (4.11) reveals a highly nonlinear relationship between the behavior of the
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amplify phase and all of the internal and external circuit parameters. It is important

to mention that t1 � tpe, with equality occurring when �VIN = 0 V.

The equations above indicate that a relationship exists between the am-

pli�cation process and the lengths of the operating phases. In fact, for a �xed gain,

there is a minimum amplify phase duration, ta�min, which can be expressed explicitly

in terms of tp. This relationship is described as follows.

When the precharge phase is extremely short, M1 has a high residual

precharge current (RPC) in the amplify phase. This gives the MOS device a function-

ally large gain-bandwidth product and expedites the charge transfer process, thereby

facilitating a comparably short amplify phase. A long precharge phase leaves the

MOS device with almost no RPC, necessitating a longer amplify phase for a small

input stimulus. Figure 4.2 illustrates the dependence of ta�min on tp for constant gain

factors. The curves are de�ned by the following equation, a result of algebraically

combining (4.5), (4.7), (4.10) and (4.11):

ta�min = �1

2
(t1 + tpe) +

1

2

s
(t1 + tpe)2 � 4t1tpe � 8CT (t1 � tpe)

�n(�� 1)�VIN
; (4.12)

where � is a the normalized gain ranging from 0 to 1 (as long as � > 0, the radical

will never become imaginary). The open loop voltage gain, AO, is now modi�ed from

the idealized result in (2.5) to a more realistic expression,

AO =
�VO
�VIN

= �
CT
CL

: (4.13)

In the NMOS CTA, is should be clear that � 2 (0,1).

The value of ta�min is calculated vs. tp for �xed-� (�xed gain) in Figure

4.2. Several important dynamic properties are apparent from a comparison of the re-

sults for two values of �VIN , 10 mV and 100 mV. First, over a wide range, decreasing

tp results in a proportional decrease in ta�min. This suggests that the CTA possesses

an ability to dynamically self-adjust its response time according to the sampling fre-

quency. In contrast to continuous-time, single-pole dynamic ampli�ers, where settling

time and resolution time are absolute, the CTA demonstrates a capability to reduce

or extend the time needed for ampli�cation in response to the degree of precharging.
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Figure 4.2: Fixed-gain curves for the NMOS CTA

At high speeds (small tp and ta�min) the �xed-� curves overlap for any

input signal size. The reason for this behavior is the high RPC that exists for short

tp. The high current allows basically the same amount of charge transfer to occur

whether the input is small or large. Also, there is a clear limit to how much ta�min

can be reduced just by lowering tp. This suggests a maximum operating frequency of

the CTA. It is noteworthy that the range over which ta�min tracks tp is anywhere from

three to six orders of magnitude, implying that the gain response ought to appear


at over as many orders of magnitude in sample rate.

When tpe becomes large, ta�min levels o� at a certain point due to the fact

that a device in cuto� has a �xed, signal size dependent response time no matter how

long it has been in cuto�.

Admittedly, the above analysis is primarily theoretical, since in most ap-

plications it is more practical to �x the ta:tp ratio at an integer ratio, such as 1:1 or

2:1. This represents the case where a simple clock input is used to generate all three

timing phases. For an arbitrary ta:tp ratio, the following equation for � is obtained
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Figure 4.3: Normalized amplitude plots for various ta:tp ratios (level 1 Spice models)

by rearranging (4.12),

� = 1� 2CT
�VIN�n

�
1

ta + t1
� 1

ta + tpe

�
: (4.14)

Figure 4.3 shows three amplitude plots generated from (4.14) for three simple integer

ta:tp ratios. Simulations with level 1 Spice models and ideal switches are also shown

to con�rm agreement between theory and �rst-order physical behavior. Important

second-order e�ects necessary for agreement with more realistic transistor models are

discussed in the following sections.

With reference to Figure 4.3, favoring the amplify phase provides better

gain performance, although it demands increasingly complex timing circuitry and a

faster input clock to maintain a given sample rate. As expected, voltage gain can be

made 
at or nearly 
at over a wide range of frequencies.

Looking now at performance vs. supply voltage, Figure 4.4 shows nor-

malized gain amplitude plots for several values of VSS. A larger supply does in fact

permit faster sampling rates, up to 10x from 1.05 to 1.65 V. Of course, the power
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expense may outweigh the speed bene�t over alternative ampli�er architectures that

are optimized for high-speed. Both Figures 4.3 and 4.4 seem to demonstrate good

�rst-order agreement between simulation and analysis.

Threshold Voltage E�ects

The formulation leading to the closed form solutions in (4.12) and (4.14) is

admittedly simpli�ed, particularly with respect to second-order e�ects on threshold

voltage. In reality, the body e�ect plays a critical role in the precharge and amplify

phases. This becomes apparent if the CTA is viewed correctly as a source follower

ampli�er. For example, a positive applied �VIN tends to increase the source voltage

(VB) proportionally, but the source follower gain is always less than unity. As the

source voltage increases, so does the threshold voltage, thereby limiting the rise at VB

to some amount less than �VIN . A source follower gain of 0.8 { 0.9 is not uncommon,

depending on process and scaling parameters.
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If used in a recursive calculation, (4.4) and (4.5), and the consequent equa-

tions (4.12) and (4.14), are still valid when VTN is modulated by the body e�ect. The

body e�ect is most commonly described as [23]

VTN = VTHO + 

�p

�F + jVSBj �
p
�F

�
(4.15)

where VTHO is the threshold voltage when VSB = 0 V (the \zero bias threshold"),

�F is a reference voltage related to semiconductor doping and 
 is the so-called

body e�ect coeÆcient, with units of
p
V . Values for 
 range from 0.3 to 0.9. To

illustrate the relationship between time and VB during the precharge phase, along

with the potential error caused by ignoring the body e�ect, Figure 4.5 compares

dynamic settling behavior from (4.5) against Spice simulation { using BSIM3v3.1

models. Calculations with and without the body e�ect are shown for VSS = {2.5 V,

CT = 500fF and �n = 1mA=V 2s. Clearly the accuracy of the model is improved by

accounting for the body e�ect.

Yet another important factor must be considered for a reliably accurate

estimate of threshold modulation in a CTA. In the amplify phase, an applied signal

simultaneously increases VB and decreases VO due to the inverting voltage gain. Again

39



viewing the transistor ampli�er as a source follower, it may be said that VDS always

converges toward a smaller value in response to a positive input signal. This tends to

raise the threshold voltage in the amplify phase due to drain-induced barrier lowering

(DIBL). One way to interpret DIBL is that the change in threshold voltage is linearly

proportional (with opposite sign) to the drain-source potential [23]. For submicron-

length MOS devices, DIBL can further reduce the source follower gain to 0.6 { 0.7.

The above two processes are easily applied to the analysis presented here,

although they were neglected for simplicity in the forgoing �rst-order equations and

simulations. One method would be to construct a recursive environment in which

sources of threshold modulation are constantly incorporated during the precharge

and amplify phases. While doing so eliminates the simplicity of a single closed form

equation for voltage gain, it is necessary to create a realistic model of the voltage

transfer function. The Matlab model described in Section 4.3 (see also Appendix B)

incorporates threshold modulation by adding one extra calculation step in each of the

precharge and amplify phases.

4.2 Analysis of the CMOS Charge-transfer Ampli�er

As explained earlier, residual precharge current introduces large o�set er-

rors in NMOS CTAs, especially at high sample rates. Furthermore subthreshold

current from M1 is projected onto CL in the amplify phase, thereby creating a po-

tentially large o�set which is diÆcult to characterize. In addition, the NMOS CTA

ampli�es only in one polarity. Negative �VIN is not ampli�ed by the charge-transfer

mechanism. For these two reasons, the CMOS CTA was proposed.

The CMOS charge-transfer ampli�er is essentially comprised of a PMOS

CTA in parallel with an NMOS CTA. Residual precharge current from the PMOS

channel is opposite in direction in direction relative to RPC from the NMOS channel,

canceling the net current projected onto CL. Moreover, the circuit ampli�es positive

and negative polarities as explained in Section 3.2. Figure 4.6 shows the CMOS CTA

with respective component channels outlined. It is a fairly simple exercise to show

that an appropriate �-ratio (with carefully selected drain areas) leads to a theoretical
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Figure 4.6: CMOS charge-transfer ampli�er

nulling of the o�set voltage. Of course, the nulling is never perfect over temperature

or process variations. Nominally �n = �p by making MP1 2 { 3 times wider than

MN1. Dynamic behavioral analysis of the CMOS CTA leads to timing constraints

and speed limitations similar to those discussed previously for the NMOS CTA. The

analysis is not repeated here for brevity.

At sample rates above a few MSPS, the CMOS CTA begins to amplify

through both channels, since neither MP1 nor MN1 completely cuts o� in the precharge

phase. Accordingly, twice the CT/CL gain of the NMOS CTA is expected at higher

speeds, particularly for signals in the mV regime. For example, taking into account

attenuation from DIBL and the body e�ect, a CMOS CTA with CT/CL ratio of 5

operating above a few MSPS would be expected to yield a midband voltage gain of

ACMOS�CTA = 2 � CT
CL

� ADIBL+BE (4.16)

� 2 � 5 � 0:6
= 6;

where ADIBL+BE is the approximate loss due to the body e�ect and DIBL, which as

discussed in the previous section is potentially as low as 0.6. The result in (4.16) was

observed almost exactly through the simulations featured in [2].
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4.3 Analysis of the Fully-di�erential Charge-transfer Ampli�er

Due to the inevitable imbalance between the PMOS and NMOS channels,

a CMOS CTA exhibits a �nite mean o�set voltage. In fact, the o�set voltage can

be quite large and is naturally impossible to predict deterministically. An enhanced

di�erential CTA (DCTA) architecture is proposed in this work as a means of further

improving o�set voltage. An analysis of the dynamic behavior of the DCTA is given

here as a continuation of the analysis above. However, the advantages and unique

attributes of this new circuit are explained in further detail in Section 5.1 in connection

with the introduction of two other novel charge-transfer ampli�er architectures.

Shown in Figure 4.7, the DCTA nulls any native o�set imbalance by match-

ing each device to a same-type di�erential counterpart. It also processes input signals

in true di�erential mode. This a�ords the possibility of greater precision and area

eÆciency in ADC applications. In this circuit, two CMOS CTAs are placed in parallel

with one key alteration: capacitors CT1 and CT2 cross-couple the CTAs dynamically.
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The con�guration allows a single-ended input signal to be ampli�ed di�erentially.

The modi�ed connection of CT1 and CT2 allows both channels to process the input

signal, rather than just cancel o�set voltage in a pseudo-di�erential fashion, and also

eliminates half of the transfer capacitors (leaving the same number of CT elements as

in the CMOS CTA).

Just as before, the reset phase is RC exponential, dominated by the time

constant associated with the CT capacitors. No further discussion about the reset

phase is given here. The precharge and amplify phases are considered in detail in this

section. Before moving further, the following terms are de�ned for simplicity in the

equations of the analysis:

an =
2CT
�n

bn =
q

�n
�p

ap =
2CT
�p

bp =
q

�p
�n

Bnn = �4anVTN
An = an(2bn + 1) Bnp = 4anVTP

Bpp = 4apVTP

Ap = ap(2bp + 1) Bpn = �4apVTN

It is preferable, but not required, that �n = �p. This has already been shown to be

a desirable design goal for CTAs. If this assumption is true, then an = ap, bn = bp,

Bpp = Bnp, and Bnn = Bpn.

Precharge Phase

In the precharge phase nodes B and D behave identically, as do nodes A

and C. For brevity, analysis of the dynamic behavior at B and C is expanded here

and the results are equated to nodes A and D.

Figure 4.8 is a simpli�ed schematic showing B and C with the associated

transfer capacitor, CT1. At t=0
� nodes B and C are reset to VSS and VDD respectively.

By Kirchho�'s Law, the current through MN1 equals the current through CT1 and

MP2. The following set of two equations with two unknowns represents this equality:
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�n
2
(VTN + VBP (t))

2 = CT
dVCAP (t)

dt
(4.17)

VCP (t) + VTP = �bn(VBP (t) + VTN); (4.18)

which is simpli�ed to one equation by replacing VCAP in (4.17) with VBP {VCP and

substituting VCP with the equivalent in terms of VBP obtained by rearranging (4.18).

The resulting equality, where VBP (t) + VTN = V1(t), is given and solved for VBP (t)

as follows:

V1(t)
2 = an

d

dt
(VTP + VTNbn + VBP (t)(bn + 1))Z

dt = an

Z
V1(t)

�2 � d(VTP + VTNbn + VBP (t)(bn + 1))

t+ t0 = an[�V1(t)�1 � 2bnV1(t)
�1 + VTPV1(t)

�2]

V1(t) =
1

2

�An

t + t0
� 1

2

s�
An

t+ t0

�2

+
Bnp

t+ t0

VBP (t) = �VTN � 1

2

2
4 An

t+ t0
+

s�
An

t+ t0

�2

+
Bnp

t+ t0

3
5 ; (4.19)

where t0 satis�es the initial conditions, but is not equal to the t0 derived previously for

the NMOS CTA. By following a similar procedure beginning with (4.17) and (4.18),

44



VCP (t) is found to be

VCP (t) = �VTP +
1

2

2
4 Ap

t+ t0
+

s�
Ap

t+ t0

�2

+
Bpp

t+ t0

3
5 : (4.20)

Due to the circuit symmetry, the results obtained in (4.19) and (4.20) for VBP (t) and

VCP (t) are equated to VDP (t) and VAP (t) respectively.

It is now necessary to determine t0, which in this case preserves the con-

tinuity of VCAP from t=0� to t=0+. A deterministic solution for t0 is not as easily

found as before for the NMOS CTA. The CT capacitor maintains its voltage across the

t=0 boundary, while VB and VC may themselves be discontinuous. In mathematical

terms, the following equalities apply:

VBP (0
�) = VSS (4.21)

VCP (0
�) = VDD (4.22)

VBP (0
�) 6= VBP (0

+) (4.23)

VCP (0
�) 6= VCP (0

+) (4.24)

VBP (0
�)� VCP (0

�) = VBP (0
+)� VCP (0

+) (4.25)

= VSS � VDD:

From (4.25), the reset-precharge boundary equation is derived for the pur-

pose of determining t0,

�VTN + VTP �
2
4An

t0
+

s�
An

t0

�2

+
Bnp

t0

3
5 = VSS � VDD; (4.26)

which, if modi�ed slightly, is of the form

jAx+
p
A2x2 +Bxj = C; (4.27)

where x = 1=t0, A = An, B = Bnp and C = VDD{VSS{VTN+VTP . The absolute value

does apply because only the magnitude (not phase) of VCAP is of interest. Depending

45



on the sign of A2x2 +Bx, one of two possible real solutions for x exists;

x =

8>>>>><
>>>>>:

C2

B+2AC
; A2x2 � Bx

�C2

B
; A2x2 < Bx

(4.28)

which is a general form used to calculate the candidate values of t0. Assuming �n =

�p, (4.28) is used to �nd a solution for t0,

t0 =

8>>>>><
>>>>>:

B+2AC
C2 ; A2

t2
0

� B
t0

B
�C2 ;

A2

t2
0

< B
t0
:

(4.29)

Note that both possible solutions must be calculated, and then a decision made as

to which one is correct depending on the sign in the radical and the sign of t0. For a

reasonable set of circuit parameters, the second solution will always be positive and

the �rst will either be positive or negative. The larger value is always chosen and the

smaller value provides a mathematical, but not physical, solution to the di�erential

equations of (4.17) and (4.18). Once a value for t0 is obtained, VBP (0
+) and VCP (0

+)

follow by (4.19) and (4.20).

Amplify Phase

Unlike in the precharge phase, di�erential counterpart nodes (e.g., A and

C, B and D) do not behave the same in the amplify phase once �VIN is applied to

node X. By a process similar to that above, it can be shown that VBA(t) and VCA(t)

are described by

VBA(t) = �VTN +�VIN � 1

2

"
An

t+ t1BC

+

s�
An

t + t1BC

�2

+
Bnp

t + t1BC
+
4anbn�VIN
t+ t1BC

#
(4.30)
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and

VCA(t) = �VTP +
1

2

"
Ap

t+ t1BC

+

s�
Ap

t+ t1BC

�2

+
Bpp

t+ t1BC
+
4apbn�VIN
t+ t1BC

#
; (4.31)

where t1BC is used to maintain continuity of VCAP at the precharge-amplify phase

boundary. When �VIN = 0 V, t1BC reduces to t0 + tp. Analysis of VAA(t) and VDA(t)

yields

VDA(t) = �VTN � 1

2

"
An

t + t1AD

+

s�
An

t+ t1AD

�2

� Bnn

t+ t1AD
+
4anbp�VIN
t + t1AD

#
(4.32)

VAA(t) = �VTP +�VIN +
1

2

"
Ap

t+ t1AD

+

s�
Ap

t+ t1AD

�2

� Bpn

t+ t1AD
+
4apbp�VIN
t + t1AD

#
; (4.33)

where t1AD maintains the continuity of VCAP in the corresponding signal path.

The constants t1BC and t1AD depend on many factors, including tp, t0 and

�VIN . The general form in (4.28) also applies to the determination of t1BC and t1AD

(where x = 1/t1ij ), with the one notable alteration being that C = VCA(0
�){VBA(0

�){

VTN+VTP ��VIN (+�VIN for t1BC and {�VIN for t1AD).

With dynamic voltage equations for all nodes and associated boundary

condition terms in hand, it is possible to compute the ampli�er voltage gain response.

One problem in this type of circuit, where devices often operate near threshold, is

that input voltages of suÆciently large positive or negative polarities will not be fully

ampli�ed by one or the other signal path due to device cuto�. With the NMOS

CTA, it was assumed simply that only positive polarity signals applied; however, at

suÆciently high speeds, the NMOS CTA (and likewise the CMOS CTA and DCTA)

can in fact amplify a wide range of dual-polarity signals, provided that the input
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signal does not drive the active devices into the cuto� region. This e�ect, which

grays the boundary between large-signal and small-signal analysis, is rather easily

accounted for in the computational environment by setting cuto� or subthreshold

conduction rules.

Still another e�ect which causes trouble in the mathematical formulation is

device saturation (to borrow from bipolar junction transistor terminology), whereby

the source and drain nodes of active transistors converge toward zero during the

charge transfer process. A categorically large signal e�ect, this can be viewed as a

variation of the clipping that occurs in static ampli�ers when the ideal amplitude

of the output signal exceeds the supply voltage. Moreover, the source-drain voltage

convergence �rst pushes active devices into the linear region, rendering the above

stated mathematical models inaccurate. Therefore, equations developed here apply

more speci�cally to small signal (mV range, not to be confused with small signal AC

analysis) estimation. It should be emphasized, however, that small signal estimation

provides the most useful information about accuracy and o�set voltage for comparator

preampli�ers. Furthermore, ampli�er designers are already accustomed to similar

limitations in large signal analyses.

4.3.1 Voltage Transfer Function

The mathematical formulations presented above were implemented in a

Matlab script (see Appendix B) for comparison with the Spice simulated voltage

transfer function of a typical DCTA. Normalized voltage gain was obtained by ob-

serving net changes at nodes A through D (the stimulated responses minus the no-

stimulus responses), rather than monitoring the output and dividing by the capacitor

ratio, CT/CL. Either method would yield the same gain result, but the methodol-

ogy followed here provides inherent normalization for a more universal characteristic.

Typical device model parameters were used to correlate results with BSIM3v3.1 Spice

models for AMI Semiconductor's 0.6�m CMOS process. Recursive calculations were

performed in both the precharge and amplify phases to account for second-order

threshold modulation and consequent gain degradation.
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Figure 4.9: Comparative normalized amplitude plot

Figure 4.9 contrasts the calculated gain transfer function with simulation

for a 1 mV input stimulus and various ta:tp ratios. Figure 4.10 shows gain curves

for a range of operating supply voltages. Good correlation is observed for sample

frequencies below around 45 MHz. Computational errors above that rate are due to

the neglected switch resistances, which introduce poles in the simulated gain trans-

fer function and limits the actual available bandwidth. However, the agreement of

computation and simulation data indicates that the analysis and equations presented

in this work are reliable up to moderate video or ultrasound speeds. A model that

includes �nite switch resistance would provide improved validity at operating frequen-

cies approaching the functional limits of the ampli�er. This is considered in Chapter

8 as an area for future research.

While it is diÆcult to see from the linear y-axis of Figures 4.9 and 4.10,

the simulation response reveals two identical high-frequency poles, where the roll-o�

is 40 dB/decade as opposed to the 20 dB/decade response of a single pole ampli�er.

This follows because there are two identical poles associated with the two transfer

capacitors in the DCTA.
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Figure 4.10: Comparative normalized amplitude plot

An interesting property of the transfer function is that the normalized gain

exceeds unity over midband frequencies. This is due to the fact that voltage gain es-

sentially doubles as a byproduct of having both nodes of the CT devices transfer

charge to or from the load capacitors. This quadruples the area eÆciency over the

pseudo-di�erential CTA because half the transfer capacitors are used and each con-

tributes twice as much charge-transfer capacity to the overall gain. Ideally, the gain

factor reaches 4 V/V at midband frequencies, where both NMOS and PMOS input

channels are activated, and 2 V/V at low frequencies as described in Section 4.2.

However, the bene�t in voltage gain is not without cost, since the extra charge adds

to the ampli�er's power consumption. The gradual increase in gain with frequency is

a consequence of the nonlinear tp dependence in the gain equations.

4.3.2 Statistical Variation and O�set Voltage

In the DCTA, device mismatch results in two modes of o�set voltage con-

tribution: charge injection and channel mismatch errors. Each of these is examined

now. O�set voltage is �rst evaluated qualitatively and then simulated using a Monte
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Carlo approach to estimating the worst-case behavior. In Section 4.5, measured o�set

data are compared with the simulations.

Charge Injection

In Figure 4.7, there are 8 matched pairs of CMOS switches (16 total)

providing dynamic bias, isolation, and signal coupling to the ampli�er. Section 4.4

indicated that the 4 switch pairs controlled by S1 or *S1 do not change state at the

amplify phase start and hence contribute a negligible amount of o�set voltage by

charge injection. The remaining 4 switch pairs change state on the rising edge of

S2 (the onset of the amplify phase) and therefore are more likely to cause dominant

errors.

Charge injection mismatch from any of the 3 switch pairs at the input

coupling capacitors is projected onto the input nodes X and Y, contributing an o�set

equal to the total di�erential charge divided by the input capacitance. The output

switch pair likewise projects mismatched charge injection onto the output nodes. Any

resulting o�set here is divided by the ampli�er gain to yield an input-referred value.

It is assumed that o�set due to charge sharing from the output switch pair, when

divided by the ampli�er gain, is small compared to that caused by the input switches.

Input charge sharing depends more on the input voltage and on the be-

havior of controlling clock edges (S2 and its complement) than on any other circuit

parameter [22, 24]. For this reason, it is expected that the input o�set will be signal

dependent, but �xed over frequency. In this case, simple CMOS switches sized as

described in Section 4.4 lead to a worst-case (Monte Carlo) simulated input-referred

o�set of about 500 �V.

Channel Mismatch Errors

Channel mismatch also in
uences o�set voltage. In Figure 4.7, there are

essentially two ampli�cation \channels," one through CT1 and the other through

CT2. Counterpart devices { capacitors, switches, or transistors { in each path directly

a�ect the balanced precharging and charge-transfer process. Any mismatch in these
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Figure 4.11: Simulated o�set voltage

devices results in bias current shifts between the channels. The imbalance becomes

progressively worse with frequency because more residual current exists in the amplify

phase.

The most critical matched are the transfer capacitors (CT ), the output

capacitors (CL), and the active transistors (MN1, MN2, MP1, and MP2). The next

most critical devices are switches in the signal path, speci�cally those coupling the

transfer capacitors to the respective transistor source nodes (the S1 switches). As

mentioned earlier, o�set from these switches is safely neglected if they are scaled to

a W/L ratio of about 10{20.

In Monte Carlo simulations, the dynamic o�set of the present ampli�er due

to channel mismatch ranges from 600 �V at 100 Hz to 4 mV at 30 MHz. Combining

channel mismatch with charge injection in simulation leads to the predicted o�set
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curves given in Figure 4.11, where part (a) presents the data with a linear frequency

scale and part (b) uses a log scale to show the low-frequency detail.

4.4 Design Tradeo�s and Considerations

This section describes circuit design parameters used in simulation, and

layout techniques used in fabricated test chips. A number of important design con-

siderations presented here draw upon the analysis in [2]. The obvious decision which

must be made �rst deals with the tradeo� between voltage gain and sampling band-

width. In practice, large gain reduces the input referred o�set voltage, but at the

expense of speed, since the transfer capacitor size scales linearly with the desired

gain. Moreover, larger transfer capacitors increase the dynamic power dissipation

proportionally.

In designing a comparator with a standard latch in 0.6 �m CMOS, the

load capacitance of the CTA is about 100 fF. A capacitor ratio of 6 can be set by

making CT around 600 fF. This was done in a test chip in order to realize a target

midband voltage gain of 10 (referring to the data in Figure 4.9 and assuming a ta:tp

ratio of 2:1).

Dimensioning and Layout

Design of the active source follower transistors is critical. First, they should

be small devices to preserve speed and minimize input capacitance. With the input

signal being dynamically coupled onto node X, capacitive voltage division attenuates

the di�erence signal unless the ratio of CC to the combined input gate capacitance is

large. The other consideration is that the betas of NMOS and PMOS source follower

devices should be equal for best RPC cancellation at the output nodes.

Under these constraints, a test chip was constructed with W/L of 5/0.6 and

13/0.6 respectively for the active NMOS and PMOS transistors. All switches were

implemented with a complementary \T-gate" structure with minimum gate length.

In cases where switches shunt directly to VDD (VSS), a simple PMOS (NMOS) switch

would have suÆced. However, the choice was made in this experiment to use T-gate
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CMOS switches for maximum 
exibility in reducing charge injection. With reference

to Figure 4.7, switch widths were as follows (all in �m):

� Output precharge switches discharge only a small capacitance and remain tied to

VPR during both the reset and precharge phases. Since the di�usion capacitance

of these devices reduces the overall voltage gain by adding to CL, they were

scaled to Wn/Wp = 1.5/2.1, which also minimizes the total amount of possible

charge injected onto the output nodes.

� S1 switches appear directly in the signal path between the active devices and

associated transfer capacitors. The on resistance should be small compared

to the drain-source resistance of the respective source followers or else o�set


uctuations in the switch transistors will introduce dynamic o�set errors, not to

mention that the analysis predicts best speed performance for zero on resistance.

Since S1 does not change state at the start of the amplify phase, charge sharing

is not so critical. The switches were therefore scaled to Wn/Wp = 11/20.

� *S1 switches discharge the transfer capacitors to a supply rail. Speed in the

reset phase is the primary concern, and since these switches also do not change

state at the start of the amplify phase they were sized identically to the S1

switches, or Wn/Wp = 11/20.

� Input precharge switches discharge the input nodes X and Y to VPR. Since the

node capacitance to discharge is potentially the parallel combination of CC and

two gate capacitors, these devices are cautiously scaled up to Wn/Wp = 5.2/5.8

so as obtain an acceptable tradeo� between speed and total charge injection.

� Input switches tie the input and reference signals into the ampli�er and are

subject to essentially the same speed and feedthrough restraints as the input

precharge switches. These are also scaled to Wn/Wp = 5.2/5.8.
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All matched di�erential transistors, including switch transistors, were situ-

ated proximally in layout with di�usion guard bars around each for consistent bound-

ary conditions. Poly-poly transfer capacitors were drawn in a common centroid con-

�guration in order to give each capacitor node equal parasitic exposure and to improve

overall linearity. Metal traces, contacts, and via connections were also matched dif-

ferentially to further cancel any �rst order parasitic capacitance di�erences between

channel nodes.

4.5 Experimental Veri�cation

Unless very large transfer capacitors are used, it is impossible to directly

probe the output of a CTA in a test chip due to the high sensitivity to load capac-

itance. Therefore, the voltage gain is observed indirectly by measuring the o�set

voltage of a voltage comparator where the latch o�set is known. Comparator test

cells were constructed in AMI Semiconductor's 0.6�m 2P/2M CMOS process with

the above-described ampli�er design parameters. A low power dynamic comparator

provided a practical implementation for indirectly observing the voltage gain and

directly observing the dependence of o�set on sample rate.

4.5.1 Comparator Cell

The DCTA interfaces with a high speed, low power dynamic latch [25],

as shown in Figure 4.12, to form an eÆcient and fast comparator. The latch resets

during the DCTA precharge phase, tracks the ampli�er outputs during the amplify

phase and performs the amplify-latch function during the reset phase. Latch input

capacitance provides the DCTA load, CL, which was designed for 100 fF nominal. CT

devices, implemented as poly-poly capacitors for improved predictability (primarily

linearity and temperature coeÆcient), were set to 600 fF nominal, for a CT/CL ratio

of 6 and an estimated midband voltage gain of around 10, based on the normalized

amplitude plot of Figure 4.9. On-chip timing circuitry generated the clock signals

from a single input clock, so that ta = 2tp and tp = tr.
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Figure 4.12: Comparator circuit

The simulated standard deviation of the latch o�set was approximately

�10 mV with nonminimum device sizes and assumed matched layout techniques.

With a DCTA gain of 10, the predicted input referred o�set (which is the latch o�set

divided by the DCTA gain) was �1 mV, in addition to the simulated CTA o�set of

1.1{4.5 mV according to Figure 4.11.

Sixteen test chips were fabricated, each containing one test cell. The com-

parator was tested on a 2.5 V supply at sample rates ranging from 100 Hz to 30 MHz.

The mean o�set was 0.54 mV at 10 kHz and 0.61 mV at 7.5 MHz. O�set voltage was

measured stochastically by applying a 50 mV, low-frequency sine wave to the input

and varying the DC o�set until the observed average output (a logical 1 or 0) was a

square wave with 50% duty cycle. This method allowed an average canceling of any

white noise superimposed on the input signal.

Figure 4.13 shows measured standard deviation of the o�set. Again, (a)

uses a linear x-axis and (b) uses the log scale for low-frequency detail. As predicted

in Figure 4.11, o�set becomes worse at high frequencies due to dynamic channel

mismatch. The measured low frequency o�set has a standard deviation of about 1

mV, meaning that 68.3% of a given sample set would have o�set less than 1 mV,
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Figure 4.13: Measured o�set voltage

95.5% would have o�set less than 2 mV, and 99.7% less than 3 mV. When compared

with the worst-case low frequency simulation estimate of 2.1 mV (1.1 mV from the

DCTA plus roughly 1 mV input-referred from the latch { see Figure 4.11) these data

indicate good correlation with simulation and add further validity to the analysis.

4.6 Summary

A methodology for analyzing the dynamic behavior of charge-transfer am-

pli�ers has been provided. A generalized voltage transfer function has been developed

for any timing scheme or supply voltage. By incorporating a recursive calculation, the

equations can be extended to account for the signi�cant e�ects of nonlinear threshold

modulation.
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This analysis places speci�c emphasis on creating a deterministic, straight-

forward estimate of the voltage transfer function. Models of the NMOS CTA and

DCTA were developed. The model was shown to be reasonably accurate up to 45

MSPS by comparison with BSIM3 simulations.

O�set voltage was also investigated to verify the gain pro�le and demon-

strate frequency dependent characteristics. It has been shown to result from the

superposition of two apparently independent sources: charge injection and di�eren-

tial channel matching. The analysis reveals which devices contribute the majority

of the o�set voltage, providing a good starting point for designing and constructing

low-o�set charge transfer ampli�ers. Measurements made on fabricated test chips

show a strong correlation between Monte Carlo simulations and physically observed

o�set voltage.
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Chapter 5

New Architectures for Practical Applications

This chapter describes three charge-transfer ampli�ers with practical ben-

e�ts in A/D applications. These new architectures are designed to solve the following

three problems inherent in the earlier CTAs mentioned in Chapter 3.

1. Early generation CTAs have a large mean o�set voltage due to inherent circuit

imbalance when trying to match PMOS and NMOS transistors over processing

and temperature. The pseudo-di�erential architecture is a possible solution.

But since it is technically just a \brute force" approach, it is potentially wasteful

of die area and power.

2. Input capacitance can be prohibitively high when coupling devices are used

for input isolation during the precharge phase. Without this isolation, common

mode range becomes signi�cantly restricted. Coupling capacitors are made large

to avoid signal attenuation by capacitive voltage division at the inputs. These

large devices not only add to the input loading, but also create large switching

transients at the input. This can be detrimental for even moderate speed 
ash

A/D converters, where noise on the reference ladder can result in both poor

SNR and systematic nonlinearity.

3. A mid-supply precharge reference voltage is required for dynamic biasing. Gen-

erating this reference can be costly whether it is done on-chip or o�-chip.

The �rst proposed ampli�er uses a new dynamic charge-transfer mecha-

nism to amplify in true di�erential mode with half the number of transfer capaci-

tors, or the same number as in the single-ended CMOS CTA. This di�erential CTA
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(DCTA), which was analyzed in the previous chapter, maintains all other desirable

characteristics of charge-transfer ampli�ers, including low power, variable supply and

insensitivity to device parameter 
uctuations.

The second ampli�er requires no input coupling capacitors, yet possesses

good dynamic biasing properties over a wide input range. This \direct-coupled" CTA

(DCCTA) is shown to have improved common-mode input range as compared with

direct-coupled versions of simpler charge-transfer ampli�ers.

The third ampli�er is also direct-coupled, but in addition requires no

precharge reference voltage. Analysis of this precharge-voltage-less CTA (VPR-less

CTA or PLCTA) shows that the input range is nearly rail-to-rail.

For each of the ampli�ers presented in this chapter, experimental data are

reported to prove the theoretical advantages and demonstrate the most important

performance tradeo�s.

5.1 Enhanced Di�erential Charge-transfer Ampli�er

Figure 5.1 shows the DCTA in its three operational phases. Capacitors

CT1 and CT2 have the common value CT . Similarly, CL1 and CL2 have value CL.

During the reset phase (a), the output nodes are tied to a precharge voltage VPR, as

are nodes X and Y. Nodes A and C are reset to VDD and nodes B and D to VSS. Static

current through the MOS devices is prevented by opening the *S1 switches, which are

complements of the S1 switches. Meanwhile, the di�erential input nodes are connected

to VIN and VREF . In the precharge phase (b), nodes A, B, C and D are disconnected

from their reset voltages and connected to their respective transistor source nodes.

Nodes A and C now precharge through devices MP1 and MP2 respectively towards

their drain voltage, VPR, but are limited by MOS cuto� to VPR{VTP . In the same

manner, nodes B and D precharge through MN1 and MN2 to a �nal state of VPR{VTN .

When the amplify phase (c) begins, nodes X, Y, VO1 and VO2 are disconnected from

VPR. The inputs are both tied to VREF and the di�erence signal �VIN = VREF{VIN

is projected onto node X.
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Figure 5.1: Fully di�erential CTA in the (a) reset, (b) precharge and (c) amplify
phases

The incremental rise at node X turns MN1 on and further cuts o� MP1.

Channel current commences through MN1 from VO1 to node B, which now rises

towards its new cuto� value of VPR{VTN+�VIN . Charge transfer occurs between

CT2 and CL1 through MN1 until node B reaches the cuto� level. A voltage drop

proportional to CT/CL results at node VO1. Initially CT2 dynamically couples most

of the signal at node B to node C. This dynamic coupling mechanism turns MP2

incrementally on and permits current 
ow from node C to VO2. The dynamically

coupled signal is soon discharged as charge transfer from CT2 to CL2 reduces the

voltage on node C back to its steady state value of VPR{VTP . Node VO2 reacts to

the charge transfer with a voltage rise proportional to the ratio CT/CL and a truly

di�erential output signal is therefore produced by the DCTA's dynamic di�erential
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Figure 5.2: Simulation waveforms showing the charge-transfer process

charge-transfer mechanism. The output magnitude is written

�VOUT = �
CT
CL

�VIN (5.1)

where � is a constant that ideally ranges from 2 to 4 depending on the sample rate.

In reality, � is always inhibited by threshold modulation.

It should be noted that the projection of a positive �VIN onto node X

also causes MP1 to become further cuto�. Since at high speeds the transistor has not

fully reached cuto�, this mechanism reduces the precharge current from node A to VO1

and causes an additional voltage drop at VO1 relative to node VO2. The incrementally

reduced precharge current through MP1 is projected to node D through CT1, bringing

MN2 closer to cuto� as well. This action results in a relative potential increase at

VO2. In this manner two di�erential charge-transfer paths add to the DCTA gain.

Figure 5.2 shows simulation waveforms of the operation at 5 MSPS. In

each successive cycle, the input is alternated between �10 mV. A positive input leads
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ash A/D converter block diagram

to a positive �VOUT , as referenced in Figure 5.1(c). The individual output node

voltages, VO1 and VO2 are also shown. The node deltas are approximately equal in

magnitude but opposite in direction. Current through the active devices is shown to

incrementally increase or decrease as described upon input signal application.

5.1.1 Experimental Results

The DCTA interfaces with a high-speed, low-power dynamic latch [25], as

shown in Figure 4.12, to form an eÆcient, fast comparator. The latch resets during

the DCTA precharge phase, tracks the ampli�er outputs during the amplify phase

and performs the amplify-latch function during the reset phase.

A 4-bit 
ash ADC was constructed as shown in Figure 5.3. DCTA pream-

pli�ers were set to a gain of 10 using the method described in Section 4.3. Test chips

were fabricated in 0.6 �m, 2P/2M CMOS. The active area occupies 0.55 mm2. A

single-poly process would have been suÆcient, since linear capacitors are not a pre-

requisite for accuracy of the comparators or linearity of the overall converter. The

supply voltage can be as low as 2.1 V, limited by architecture, and as high as the

process allows for reliability. The input range is full scale. Typical test waveforms of
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Figure 5.4: Measured waveforms of a sampled sawtooth signal

the ADC sampling a 50 kHz sawtooth wave at 7.5 MSPS are shown in Figure 5.4.

When the resistor string current is cut to 4.9 �A, simulating the conditions for 10-bit

resolution, the ADC exhibits DNL below 0.7 LSB and INL below 1 LSB.

The peak sample rate is above 30 MSPS and the dynamic power is less than

1.2 �W/MSPS per ampli�er at 2.1 V. It should be noted that the purely dynamic

power dissipation makes the comparators described here particularly eÆcient in low

frequency applications. For example, at 40 kSPS the consumption per comparator is

just 56 nW.

5.2 Direct-coupled Charge-transfer Ampli�er

Figure 5.5(a) shows the CMOS CTA, which operates in three phases as

described in Section 4.2. The operation is highly tolerant to 
uctuations in device

parameters, but also occupies a lot of area, with roughly 30{40% consumed by input

coupling capacitors. In addition, these capacitors create a serious loading problem for

the input source. Figure 5.5(b) depicts the same CTA with input coupling capacitors
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removed. This reduces the silicon area signi�cantly and limits charge kickback, but

restricts the input common-mode range. As shown in Figure 5.5(c), two clock signals

S1 and S2 generate the three operating phases.

The �rst problem with the ampli�er in Figure 5.5(b) occurs if VREF is

close to either supply rail, forcing MN1 or MP1 into cuto� at the beginning of the

precharge phase. This is named the cuto� condition. For example, if VREF < VIN <

VTN � VSS, then the NMOS device is needed for charge transfer because the input

voltage increases from the precharge phase to the amplify phase (the PMOS device

is not used for charge transfer in this case). However, since the NMOS gate-source

voltage remains below the threshold voltage, the device is cuto� and charge transfer

cannot occur. The cuto� condition is summarized as

VSS + VTN � VREF � VDD + VTP : (5.2)
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Figure 5.6: Waveforms illustrating the limits of CMR in a direct-coupled CMOS CTA

Figure 5.6(a) illustrates the cuto� condition on MN1 with waveforms for

nodes A and B (in the transition from reset to precharge phase). Note that VREF

< VSS + VTN and no current 
ows in MN1. Similarly, Figure 5.6(b) illustrates the

scenario where MP1 violates the cuto� condition. In each case, either MN1 or MP1

is inactive and cannot transfer any charge at small input signal voltage, leading to

zero gain for a positive or negative input signal polarity.

Another problem occurs when the source-drain voltage converges to zero

during precharging; this is named the convergence condition. For example, if VREF is

suÆciently high, then precharging continues only until VDS goes to zero. MN1 is now

useless for charge transfer for a positive applied gate voltage during the amplify phase.

The same problem happens to MP1 when VREF is low enough. The convergence
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direct-coupled CTA, (c) VPR-less CTA, and (d) fully-di�erential VPR-less CTA

condition is expressed as

VPR + VTP � VREF � VPR + VTN : (5.3)

Note that if it is supposed that the VREF voltage causes the CTA to operate

near the edge of the convergence condition in the precharge phase, there is no source-

drain voltage remaining for ampli�cation in the amplify phase. Therefore, to prevent

the convergence condition in the amplify phase, the actual convergence condition

becomes slightly more severe than (5.3). But, practically this additional restraint can

be negligible. Figures 5.6(c) and (d) show cases where VA and VB reach VPR, violating

the convergence condition in MP1 and MN1 respectively.

The common-mode range, de�ned by a combination of the cuto� and con-

vergence conditions, is plotted versus supply voltage in Figure 5.7(a), where VTN =

67



MN1a

MP1a

VPR

*S1

*S1

S1

S1

*S2

CT

VREF

VIN

S2

*S2

VDD

VSS

MN1b

MP1b

VPR

*S1

*S1

S1

S1

*S2

S2

*S2

VDD

VSS

CT

VO-

VO+

CL

CL

A

B

C

D

Figure 5.8: Fully-di�erential direct-coupled charge-transfer ampli�er

0.7V and VTP = {0.9V are supposed. The solid line shows the net input range, or

the smallest range allowed by either condition. Note that the cuto� condition tracks

supply voltage, while the convergence condition remains constant for any supply, as

suggested by (5.2) and (5.3).

Improving on the single-ended version, a fully-di�erential direct-coupled

architecture [12], shown in Figure 5.8, overcomes the cuto� condition because the CT

capacitors force the same current through series NMOS and PMOS channels while

isolating the source nodes. Figure 5.9(a) shows the case where NMOS channels are

initially cuto�. MP1 and MP2 push on MN2 and MN1 respectively through CT1

and CT2 respectively, to establish a compromise bias current. In this case, cuto�

recovery occurs as the source nodes of all transistors drop. Likewise, Figure 5.9(b)

demonstrates cuto� recovery when PMOS devices are initially cuto�.

Even in a fully-di�erential circuit, the convergence condition still exists

and limits CMR according to (5.3), as shown in Figs. 5.9(c) and (d). Also, the push-

pull action of PMOS and NMOS devices pumps the source voltages above or below
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the respective supply, leading to substrate charge injection and possible breakdown

if the supply voltage is near the maximum allowed by process. Moreover, the source

pumping also limits common-mode range by a new condition called the bulk condition.

When the source-bulk diode becomes forward biased, then the diode diverts drain-

source current away from the transfer capacitor and into the bulk, e�ectively clipping

the dynamic response. In essence, this is simply another type of cuto� condition.

The bulk condition is illustrated brie
y in Figure 5.10, where VREF is just

below VDD. PMOS devices start out in cuto� (violation of the initial cuto� condition)

whereas NMOS devices start out highly turned on. Kirchho�'s Law forces the source

nodes higher in search of a common series current. However, to achieve conduction

the PMOS source must rise above VREF + jVTP j, which exceeds the source clipping
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voltage of VDD + VDiode, where VDiode is the forward diode voltage (typically 0.6{0.7

V). The bulk condition is summarized as

VSS � VDiode + VTN < VREF < VDD + VDiode + VTP ; (5.4)

as illustrated graphically in Figure 5.7(b). Note that while the convergence condition

dominates input CMR for the supply range shown, the bulk condition becomes the

limiting factor at lower supply voltages.

A straightforward circuit analysis shows that if the power supply voltage

is below VTN + jVTP j, precharging cannot occur at all, because active NMOS and

PMOS become cuto�. However, this limitation is not so severe in conventional CMOS

technologies, where subthreshold conduction allows enough current to maintain gain.

In summary, removing the input coupling capacitors from a CTA adversely

a�ects common-mode range, but limits loading on the input and reference voltages

and reduces size. A fully di�erential architecture alleviates the cuto� condition, but

the convergence and bulk conditions still constrain the input common-mode range

substantially.

Experimental results for the DCCTA are given along with results for the

VPR-less CTA in Section 5.4.
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5.3 VPR-less Charge-transfer Ampli�er

The direct-coupled CTA described in the previous section requires a pre-

charge voltage to reset the output capacitor and de�ne the output common-mode

voltage level. This section introduces a modi�cation that eliminates the need for

this precharge reference voltage. Additionally, it shall be demonstrated that this

new architecture restores the full rail-to-rail input common-mode range, even with

direct-coupled inputs.

Figure 5.11 presents a CTA that requires no precharge voltage, yet is similar

in operation to the ampli�er of Figure 5.5(b). Inside the left-hand dashed box is the

earlier CMOS charge-transfer ampli�er, with the drain nodes disconnected. Coupling

the drains in the right-hand dashed box is a dynamic reference voltage generator

[20]. The dynamic reference voltage generator serves two purposes: (1) it provides

acceptable precharge bias conditions without a precharge voltage, and (2) it generates

a near mid-supply common-mode output voltage.
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The capacitive reference generator operates within the three CTA phases.

During the reset phase, all nodes of CR capacitors are discharged to VSS. In the

precharge phase, the output node is disconnected and the lower CR capacitor is con-

nected to VDD while the upper CR capacitor remains tied to VSS. Therefore, by

capacitive voltage division, the output node settles to

VOUTPrecharge =
CR

2CR + CL
: (5.5)

In addition to establishing a useful common-mode output voltage, precharging in

this manner o�ers the advantage that both NMOS and PMOS devices precharge in

the \on" state for any input voltage. This bene�t occurs because the target source

voltage for NMOS and PMOS is no longer a mid-supply VPR but rather the supply

voltage opposite to the starting source voltage. Finally, when the amplify phase

begins the output remains 
oating at the voltage determined by (5.5) and the inner

nodes of the CR capacitors are disconnected from their respective supplies. When

an input stimulus is applied, charge transfer occurs as in previous CTAs with each

CR now acting as a coupler to the output node. Since operation is charge-based,

these capacitors have virtually no e�ect on voltage gain except for a slight loss due

to bottom plate parasitics.

For the reasons given above, this con�guration eliminates the convergence

condition entirely. However, the cuto� condition still exists according to (5.2). Figure

5.7(c) depicts the CMR of this ampli�er, which simply follows the cuto� condition.

As discussed in Section II, the fully-di�erential implementation of the

direct-coupled architecture eliminates the cuto� condition (replacing it with the bulk

condition). Figure 5.7(c) shows that the proposed VPR-less con�guration also elim-

inates the convergence condition. Therefore, it is logical to combine the bene�ts

of the fully-di�erential direct-coupled CTA (small size, low input capacitance and

elimination of the cuto� condition) and the VPR-less CTA (no precharge voltage and

elimination of the convergence condition). The resulting ampli�er appears in Figure

5.12, where the left-hand dashed box contains the earlier di�erential circuit and the
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Figure 5.12: Fully-di�erential VPR-less charge-transfer ampli�er

right-hand dashed box contains a fully-di�erential adaptation of the dynamic volt-

age reference generator used in Figure 5.11. The switch �S2 discharges any residual

di�erential voltage after each cycle. Spice simulations con�rm that the cuto� and

convergence conditions are eliminated by the combination of previous con�gurations,

leaving only the bulk condition. The resulting common-mode input range is shown

in Figure 5.7(d).

In comparison to the di�erential CTA in Figure 5.8, power consumption

is expected to increase due to the addition of switched CR capacitors. With typical

capacitor sizes, the expected power increase of the ampli�er itself is about 80%;

however, this �gure neglects the potential to save power and/or cost by removing the

external precharge reference voltage generator.

5.4 Experimental Results of the Direct-coupled and VPR-less CTAs

Experimental voltage comparators were constructed to verify the function-

ality and input range of the proposed CTAs. To evaluate performance, input-referred

o�set voltage and frequency response were also measured.

Each comparator was comprised of a CTA preampli�er and a dynamic

latch. Test structures were fabricated in AMI Semiconductor's 0.6 �m double-poly,
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triple-metal CMOS. Two of the proposed preampli�ers were used for comparison:

the fully-di�erential direct-coupled CTA (DCCTA) from Section 5.2 and the fully-

di�erential VPR-less CTA (PLCTA) from Section 5.3. The dynamic latch [25] was

designed for low o�set by using non-minimum device sizes and common-centroid

layout techniques. The worst case (3�) simulated latch o�set was 53 mV.

The simulated midband voltage gain was 6.5 V/V and 5.9 V/V respectively

for the DCCTA and PLCTA with CT = 600 fF and CR = 200 fF (a discussion about

modeling the dynamic frequency response of CTAs is found in [13]). The inferred

latch input capacitance, representing the preampli�er load, was about 100 fF. Under

these conditions, the expected input-referred 1� comparator o�sets were

VOS�DCCTA =
53mV

(6:5V=V )(3)

= 2:72mV (5.6)

VOS�PLCTA =
53mV

(5:9V=V )(3)

= 3:00mV: (5.7)

The DCCTA-based comparator occupied 0.0148 mm2 and the PLCTA ver-

sion occupied 0.0166 mm2 (an increase of 12% due to the added CR capacitors).

5.4.1 Input Range and O�set Voltage

Absolute input range was measured by sweeping the input voltage while

monitoring the change in o�set at a low sample rate (25 kSPS). Since gain cannot be

measured directly as a result of high sensitivity to output capacitance, the CMR lim-

its were estimated by the levels where input-referred o�set shifted by one standard

deviation. While not a perfect measurement, this methodology provides a reason-

able indication of the loss in gain symptomatic of the convergence, cuto� and bulk

conditions.

Twenty prototypes were selected at random for the measurements. Mea-

surement results for the input range appear in Figure 5.13, where solid lines represent

the theoretical limits developed above and dashed lines show the silicon data. Ex-

amining �rst the DCCTA, input range closely matches the theoretical convergence
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Figure 5.13: Measured common-mode range of experimental comparators

condition at high supply voltages but becomes inconsistent at low voltages. One

explanation for the di�erence is that response time of CTAs decreases with supply

voltage, leading to an apparent loss in gain (and therefore an increase in o�set volt-

age) at the measurement frequency. The PLCTA input range agrees almost exactly

with the theoretical bulk condition. Nearly full-scale input range is achieved, since

the only limitation on input range is the bulk condition.

O�set behavior and frequency response of the test devices were also exper-

imentally measured. Figure 5.14 shows the observed o�set of 20 samples at several

sample rates with a 3 V supply. The o�set of the DCCTA-based comparator is be-

low 2 mV (1�) at 25 kSPS and 6.4 MSPS, and rises to about 4 mV at 25 MSPS.

These results compare favorably with the predicted value in (5.6). The PLCTA-

based comparator o�set was about 2 mV at 25 kSPS and 3 mV at 6.4 MSPS and 25

MSPS, in agreement with (5.7). The o�set increases with frequency because residual

precharge current introduces MOSFET mismatch components on top of the capacitor

mismatch [13]. With the fully-di�erential architectures, the mean o�set was approx-

imately zero at all frequencies.
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It is important to note that the preampli�er o�set adds to the input-

referred latch o�set. In a 3 V system, the single-preampli�er comparators achieve

about 8 bits of accuracy (e.g., a 
ash ADC consisting of 255 such comparators would

achieve less than 1/2 LSB of di�erential nonlinearity). However, the accuracy can be

raised by adding a second preampli�er stage.

The di�erences in o�set dependence on sample rate are interesting. At

low speed, the DCCTA o�set is lower than the PLCTA o�set by about 33%. This is

partly due to the slight di�erence in gain which results from the parasitic bottom plate

loading of the CR capacitors, but mainly a result of the extra mismatch introduced

by the parasitic capacitors. Mismatch of the CR capacitors themselves does not cause

additional o�set. At high speed, however, the DCCTA o�set exceeds the o�set of

the PLCTA by a factor of about 20%, with a noticeably higher rate of frequency-

dependent increase. The output nodes of the PLCTA settle faster due to the lower

voltage-dependent resistivity of the reset switches which discharge to VSS rather than

VPR, as in the DCCTA. In addition, the output cut switch in the PLCTA helps

dissipate any residual di�erential output charge.
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5.4.2 Dynamic Power

In a single preampli�er, dynamic power dissipation is a strong function of

the input signal (see Chapter 6). To measure the expected average dynamic power,

a 6-bit 
ash converter architecture was used. After separating power in the pream-

pli�ers from the other circuitry while applying a full scale sinusoidal input signal,

the total power was divided by the number of preampli�ers, 63, to calculate average

dynamic power per CTA. The resulting power per preampli�er was 3.33 �W/MSPS

and 6.03 �W/MSPS for the DCCTA and PLCTA respectively. These measured re-

sults agree well with simulation data over processing corners. The data also provide

a strong agreement with the simulations described in the next chapter, particularly

with the simulation data given in Figure 6.4.

It should be noted that the high ratio of PLCTA to DCCTA power �gures

may be misleading because the PLCTA eliminates the cost of supplying a precharge

voltage. If generated o�-chip, the precharge voltage requires a dedicated package pin.

If integrated on-chip, a precharge voltage generator adds die area and consumes a po-

tentially high static power, depending on the accuracy and sample rate requirements

of the application.

5.5 Summary

The enhanced DCTA presented in Section 5.1 overcomes several limitations

of prior charge-transfer ampli�ers. It enables low untrimmed o�set with zero mean.

A novel di�erential charge-transfer mechanism creates truly di�erential processing

while at the same time reduces the number of transfer capacitors by half as compared

with the pseudo-di�erential CMOS CTA. The architecture preserves other desired

characteristics, such as low-power operation, supply voltage scalability and tolerance

to process variations. Experimental test circuits consumed low dynamic power of a

few �W/MSPS from a 2.1 V supply. This is on the same order of magnitude as the

single-ended-output CMOS CTA.

Two other new types of advanced CTAs, the DCCTA and PLCTA, were

presented in Sections 5.2 and 5.3. Both ampli�ers are direct-coupled, allowing for a
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reduction in die area and input capacitance. The absence of input coupling capacitors

also limits the amount of charge kickback on ampli�er inputs and reference voltages,

such as a resistor ladder in a 
ash ADC. In the PLCTA, the precharge reference

voltage is eliminated completely by separating the PMOS and NMOS output nodes

and adding a new dynamic biasing circuit. The output circuitry also generates a

near mid-supply common-mode output voltage. Use of the enhanced fully-di�erential

con�guration permits nearly rail-to-rail input range by overcoming both the cuto�

and convergence conditions. The reported ampli�ers preserve the other attractive

features of CTAs and consume dynamic power on the same order as the DCTA. As

such, this new work improves on the prior CTA designs and provides new alternatives

for implementing practical low-power CTA-based A/D converters.
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Chapter 6

Dynamic Power

This chapter discusses a methodology for predicting the dynamic power

dissipation of a charge-transfer ampli�er. A comparison of theory to measurement

data is also presented and the di�erences are discussed. Figures of merit (FOMs)

incorporating power, area and accuracy are proposed, with speci�c relevance to 
ash

A/D converters. The FOMs provide an objective standard for evaluating the costs

and bene�ts of all of the known CTA architectures.

The most straightforward method of determining the power dissipation of

a CTA is to start by examining QCY CLE, the charge consumed in each cycle,

QCY CLE =

Z
CY CLE

I(t)dt;

where I(t) is the time-varying ampli�er current drawn from the power supply. How-

ever, since I(t) is hard to predict deterministically, the net charge can be written more

simply as the sum of products of node capacitances and net cyclic voltage change.

For N total circuit nodes, this becomes

QCY CLE =
NX
i=1

Ci�Vi; (6.1)

where Ci represents the capacitance on the ith node and �Vi is the net cyclic voltage

change on that node. The average current (charge per unit time) is the cycle charge

divided by the cycle time. Average current can also be written as QCY CLE times the

sample frequency, fS,

I = fS �QCY CLE

= fS

NX
i=1

Ci�Vi; (6.2)
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from which power is obtained by multiplying the cycle charge contribution of each

node by the corresponding supply voltage,

P = fS

NX
i=1

(Ci�Vi)VSUPi; (6.3)

where VSUPi represents the voltage of the power supply used for charging the ith node,

referenced to the supply used for discharging the ith node.

A term used commonly in this chapter is dynamic power, or PD. The units

of this term are W/SPS (Watts per sample per second) or more commonly �W/MSPS

(micro-Watts per mega-sample per second). Dynamic power is de�ned as

PD =
P

fS

=
NX
i=1

(Ci�Vi)VSUPi: (6.4)

Dynamic power is a preferable notion for power in the analysis of CTAs because it

provides a more generalized value for comparison. In much of the literature, the terms

\power" and \dynamic power" are used interchangeably. A distinction is provided

here to avoid confusion. (Note that the units of dynamic power can be rearranged

into units of energy per sample, or J/Sample. This unit is not used because it adds

a step when calculating power in watts once the sample frequency is known.)

6.1 Dynamic Power of the NMOS Charge-transfer Ampli�er

With reference to Figure 6.1 (equivalent to Figure 3.2, shown again here

for convenience), the capacitor node voltages of the NMOS CTA during the reset,

precharge and amplify phases are shown in Table 6.1.

The cycle charge is calculated from Table 6.1 by summing the products of

node capacitances (CT and CL) and the di�erences in each node's voltage from the

reset phase to the amplify phase:

QCY CLE = CT�VCT + CL�VCL

= CT (VPR � VTN +�VIN � VSS) + CL(�VIN
CT
CL

)

= CT (VPR � VTN � VSS + 2�VIN): (6.5)
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Table 6.1: Capacitor node voltages in an idealized NMOS CTA

Reset Phase Precharge Phase Amplify Phase

CT VSS VPR � VTN VPR � VTN +�VIN
CL VPR VPR VPR ��VIN (CT =CL)

Note that the cycle charge does not depend on the load capacitance, CL, but only

on the transfer capacitance, CT . This is because while the charge dissipated at the

output node is proportional to CL, it also varies linearly with the voltage gain, which

is inversely proportional to CL. The net e�ect is a complete cancellation of CL from

the cycle charge.

The same supply voltage, VPR � VSS, is used to charge all nodes in the

NMOS CTA. Therefore, by a combination of (6.4) and (6.5), the input-dependent

dynamic power is

PD = CT (VPR � VSS)

�
VPR � VTN � VSS + 2�VIN

�
: (6.6)

The dynamic power increases linearly with input voltage until the NMOS

transistor becomes drain-source saturated. The saturating input voltage is calculated

by setting the input-stimulated source and drain voltages equal,

VPR � VTN +�VIN�SAT = VPR ��VIN�SAT
CT
CL

; (6.7)

where the left hand side represents the source voltage, which is increased by exactly

�VIN�SAT once the drain-source convergence has occurred. On the right hand side,

when this happens the drain voltage has been decreased by exactly �VIN�SAT
CT
CL
.

The saturating input voltage is found by solving (6.7),

�VIN�SAT =
VTN

1 + CT
CL

: (6.8)

When �VIN � 0, only the precharging and resetting of CT contributes

dynamic power. This amounts to

PD0
= CT (VPR � VSS)(VPR � VSS � VTN): (6.9)
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amplify

Figure 6.2 shows how PD remains �xed above �VIN�SAT and is linearly

dependent on �VIN below, with slope

dPD
d�VIN

= 2CT (VPR � VSS): (6.10)

The maximum dynamic power, PDMAX
is

PDMAX
= CT (VPR � VSS)

�
VPR � VTN � VSS + 2�VIN�SAT

�

= CT (VPR � VSS)

�
VPR � VSS � VTN

CT � CL
CT + CL

�
: (6.11)
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Figure 6.2: Dynamic power pro�le of an ideal NMOS CTA

Supply Voltage Dependence

The supply voltage, VSUP , is considered to be the di�erence between max-

imum and minimum circuit voltages. In this case

VSUP = VPR � VSS: (6.12)

Both (6.9) and (6.11) have square and linear terms in VSUP . That is to say, the

equations describing dynamic power have the form a(VSUP )
2 � b(VSUP ). Thus the

overall dynamic power has both positive square and negative linear dependencies on

VSUP . This point becomes important when designing an A/D converter for minimal

power dissipation. The best solution inevitably involves a tradeo� between low power

(low supply voltage) and high bandwidth (high supply voltage).

Threshold Modulation

As seen in Chapter 4, threshold modulation plays an important role in the

dynamic behavior of CTAs. In the analysis above, each instance of VTN applies to

the biased threshold, meaning the threshold modulated by second order e�ects such as

DIBL and the body e�ect. In practice, depending on the technology, if the zero bias
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threshold were 0.7 V, then the biased threshold might be 0.85{0.95 V. Since threshold

is always subtracted in the equations above, increasing the threshold means less power

dissipation.

Example Power Estimation

In a typical submicron CMOS process, the following parameters might

be typical for constructing a charge-transfer ampli�er with a voltage gain of 6 V/V.

Assuming the parameters in Table 6.2, the components of the power pro�le are shown

in Table 6.3.

Table 6.2: Typical circuit parameters for a CTA in a 0.6 �m CMOS process

Parameter Value Units

VPR 0 V
VDD 1.25 V
VSS {1.25 V
VTN 0.95 V
VTP {1.15 V
CT 0.6 pF
CL 0.1 pF

Table 6.3: Components of the power pro�le of a typical NMOS CTA

Pro�le Parameter Value Units

�VIN�SAT 0.14 V
PD0

2.3 �W/MSPS
PDMAX 4.3 �W/MSPS
dPD
d�VIN

1.5 �W/MSPS/V

The average dynamic power drawn from an NMOS CTA is calculated by

PD�AVG =

Z
�VIN

PD(�VIN)g(�VIN) � d�VIN (6.13)
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where g(�VIN) is the probability density function of �VIN . For instance, if �VIN

is uniformly distributed between 0 V and 1 V, then (6.13) reduces to the average

power in Figure 6.2 for �VIN 2 [0,1]. In this case, referring again to Table 6.3, the

predicted dynamic power would be 4.15 �W/MSPS. This is roughly equivalent to a

10-bit subranging A/D consuming just 300 �W at 1 MSPS, not counting the resistor

ladder and encoding logic.

6.2 Dynamic Power of the CMOS Charge-transfer Ampli�er

The power pro�le of a CMOS CTA is shown in Figure 6.3. For �VIN > 0,

the pro�le is identically the same as for the NMOS CTA except for the addition of a

constant term to account for the reset and precharge power in the PMOS channel.
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Figure 6.3: Dynamic power pro�le of an ideal CMOS CTA
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Following a development similar to that in Section 6.1, it can be shown

that the dynamic power pro�le is de�ned by the following:

PD0
= PD0�N + PD0�P (6.14)

PD0�N = CT

�
(VPR � VSS)(VPR � VTN � VSS)

�
(6.15)

PD0�P = CT

�
(VDD � VPR)(VDD � VPR + VTP )

�
(6.16)

PDMAX�N
= CT (VPR � VSS)

�
VPR � VSS + VTN

CL � CT
CL + CT

�
+ PD0�P (6.17)

PDMAX�P
= CT (VDD � VPR)

�
VDD � VPR � VTP

CL � CT
CL + CT

�
+ PD0�N (6.18)

�VIN�SAT�N =
VTN

1 + CT
CL

(6.19)

�VIN�SAT�P =
VTP

1 + CT
CL

(6.20)

dPD
d�VIN

=

8><
>:
�2CT (VDD � VPR) �VIN�SAT�P < �VIN < 0

2CT (VPR � VSS) 0 < �VIN < �VIN�SAT�N :

(6.21)

It is expected that the maximum power attributed to the PMOS channel is

greater than the maximum power from the NMOS channel, since in general jVTP j >
jVTN j. Table 6.4 shows the parameters of the resulting power pro�le when the values

of Table 6.2 are assumed.

Table 6.4: Components of the power pro�le of a typical CMOS CTA

Pro�le Parameter Value Units

�VIN�SAT�N 0.14 V
�VIN�SAT�P -0.16 V

PD0�N 2.25 �W/MSPS
PD0�P 0.75 �W/MSPS
PD0

3.0 �W/MSPS
PDMAX�N 5.0 �W/MSPS
PDMAX�P 5.5 �W/MSPS

dPD
d�VIN

1.5 (0 < �VIN < �VIN�SAT�N ) �W/MSPS/V
dPD
d�VIN

-1.5 (�VIN�SAT�P < �VIN < 0) �W/MSPS/V
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As an example of typical average dynamic power dissipation, if the input

signal is uniformly distributed over {1 V to 1 V and the parameters in Table 6.2 are

assumed, then expected dynamic power dissipation calculated by using (6.13) would

be 5.08 �W/MSPS.

6.3 Discussion

The formulations of Sections 6.1 and 6.2 are based on idealized assump-

tions. But how does the analysis compare with reality?

Consider the CMOS CTA. Kotani measured 4.3 �W/MSPS dynamic power

per comparator drawn from a 3 V supply when CT = 500 fF [2]. If the circuit values

from Table 6.2 are modi�ed for CT = 500 fF and VSUP = 3 V (VDD = 1.5 V and

VSS = {1.5 V), then the analysis above predicts 9.14 �W/MSPS, or 113% higher

than measured. This glaring di�erence between measurement and theory may be

accounted for by any of the following circumstances:

1. Process. The circuits measured by Kotani were fabricated in a di�erent CMOS

process than the one used for all circuits described in this dissertation. It is

possible that the threshold voltage was higher in [2] than in this work.

2. Threshold Modulation. The threshold voltages above are based on a supply of

2.5 V. When the supply voltage is raised to 3 V, the swing on MOS source nodes

becomes much larger. This increases the modulation caused by the body e�ect

which implies a higher threshold voltage. If an additional 0.05 V of threshold

modulation is assumed at a 3 V supply, then the analysis above predicts 7.25

�W/MSPS { slightly closer to the measurements. This example shows that

power estimates can be far too conservative because threshold modulation is

diÆcult to predict without performing simulations.

3. Incomplete Charging. The development above assumes complete charging and

discharging of all nodes in the CTA. This is an unrealistic assumption, especially

for the source nodes which drive the majority of the power dissipation. Even

at 100 kSPS, the NMOS source node, for example, does not reach VPR{VTN in
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the precharge phase. Above 10 MSPS, the precharging is so incomplete that

the MOS transistors begin to act like devices with source nodes continuously

biased near their respective supply voltages rather than precharged to the point

of cuto�. If the numbers above are modi�ed for 0.2 V less precharging at the

source nodes, then the analysis above predicts 6.55 �W/MSPS, again slightly

closer to the measurements.

4. Aggregate Charge Cancellation. In a 
ash converter, such as the one used in [2]

for the average power measurements, some of the CTA outputs will be saturated

high and others will be saturated low. When all of the CTA outputs are reset to

VPR, the charge stored on the high nodes will be absorbed by the low nodes with

a charge depletion. Actually, if the input were uniformly distributed across the

input range and the NMOS and PMOS thresholds were equal, then the output

nodes would on average draw zero net charge from VPR. Therefore, it would

represent a fair approximation of the dynamic power of individual CTAs in an

A/D converter array to remove the dynamic power term attributed to resetting

the output nodes. Doing so in the analysis above reduces the predicted dynamic

power to 7.95 �W/MSPS.

If the last three considerations above are all incorporated together as de-

scribed, then the predicted power drops to 4.45 �W/MSPS, almost exactly in line

with the measurements in [2]. Although this is close enough to be considered an

accurate estimate of reality, items (2) and (3) above are not easily generalized for

a closed form model and are, in fact, highly nonlinear functions which can only be

solved numerically (or, better, in a Spice simulator). Item (4) above is easy to add

into the estimating calculations.

6.4 Application to New Architectures

It is a straightforward exercise to apply the techniques used in this chapter

to create a model of the dynamic power for any of the ampli�ers described in recent

literature [10, 15] or for those in Chapter 5. The models are not derived in this
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dissertation for two reasons: �rst, because the resulting power pro�les are identical

to Figure 6.3 (with di�erent parameters of course), and second, because the idealized

models have been shown to be inaccurate. When estimating the power of a CTA-

based comparator or A/D converter, it is always recommended to

� Perform an idealized analysis to obtain a rough estimate of the power, with the

foreknowledge that the estimate will be higher than reality.

� Simulate the transient power of the individual CTA or CTA-based comparator

in order to understand the underlying sources of power dissipation and the

charge conveyance characteristics.

� Simulate the transient power of the comparator array in the A/D converter with

references and input voltages connected normally. It is expected that an imme-

diate average power reduction will be observed due to aggregate charge sharing

at the output nodes. The total power of the ampli�ers divided by the number

of ampli�ers provides an estimate of the average individual contributions that

is reasonably accurate compared to what will be observed in silicon.

Figure 6.4 shows the simulated dynamic power of each of the charge-

transfer ampli�ers discussed in this report. The sample rate was 100 kSPS and the

circuit values of Table 6.2 were assumed for a typical 0.6 �m CMOS process. �VIN

was uniformly distributed from {1 V to 1 V, except for the NMOS CTA where the

distribution was uniform over 0 V to 1 V. When plotted with a log y-axis, the data

show a square dependence on supply voltage, minus what appears to be a linear term

as discussed above with respect to (6.9) and (6.11). If the dependence on supply

voltage were square only, then the data would appear as perfect lines on the logscale

graph.

6.5 Figures of Merit

A �gure of merit (FOM) can be used to compare the overall performance (or

the cost) of charge-transfer ampli�ers. Since the purpose of this dissertation involves
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circuit components

the use of charge-transfer ampli�ers in data converter applications, a commonly used

FOM for A/D converters is used as the basis for introducing CTA-related FOMs. The

most widely accepted �gure of merit for A/D converters is [26]

FOM =
P

2ENOB � 2BW (6.22)

where BW is the input bandwidth, ENOB is the e�ective number of bits when

sampling at Nyquist (i.e., for non-oversampling converters) and P is the power dissi-

pation. The units are technically joules, but it is more common to refer to this �gure

as \joules per bit transition" (or simply pJ
step

or fJ
step

).

Some FOMs also incorporate active circuit area, supply voltage and/or

minimum feature size [27]. Many additional customized �gures of merit have been

proposed through the years, usually to show that a particular converter o�ers the

\best" overall performance for a particular application. Since the sample rate is

already built into the units of dynamic power, none of the �gures of merit suggested

below contain a bandwidth or sample rate component.
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Four CTA-related FOMs are presented here, all based on (6.22) for rele-

vance to A/D converter applications. All of the reported charge-transfer ampli�ers

are compared in terms of the proposed �gures of merit. A second comparison is also

performed for those CTAs exhibiting zero mean o�set voltage, since only these ampli-

�ers can be used in subranging A/D converters and many 
ash converters requiring

zero global o�set (or gain o�set).

The four proposed �gures of merit account for various combinations of

power, accuracy, area and input capacitance, as follows. In each case, a smaller �gure

of merit indicates better performance.

FOM1 =
P

2ACC
(6.23)

FOM2 =
P + CINV

2
SUP

2ACC
(6.24)

FOM3 =
P � A
2ACC

(6.25)

FOM4 =
(P + CINV

2
SUP )A

2ACC
: (6.26)

Here, ACC represents the relative accuracy in bits, as explained in the next

paragraph. A is the active area and CIN is the input capacitance. The recommended

units of FOM1 and FOM2 are
fJ
step

, the same units as in (6.22). The units of FOM3 and

FOM4 are
pJ��m2

step
. FOM1 measures the raw energy per sampled bit step and FOM3

describes both the energy and silicon area required for a sampled bit step. FOM2

incorporates input charging energy by adding the term CINV
2
DD. This allows the

�gure of merit to represent not only the energy consumed by the CTA, but also the

worst-case energy drawn from the source for input charging.1 FOM4 is a combination

1The worst-case input charging energy occurs when the source drives the input from one supply
rail to the other in each successive cycle. This represents sampling at or below the Nyquist rate.
The actual energy required to charge the input capacitors is 1

2
CINV

2
DD, but twice that amount

is actually drawn from the source due to resistive heat dissipation. The energy dissipated in the
form of resistive heat always equals the energy delivered to the capacitor, regardless of the source's
Th�evenin equivalent resistance.
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of all of the elements of the other three. If the input capacitance goes to zero, then

FOM1 = FOM2 and FOM3 = FOM4.

The term ACC is intended to represent of the best achievable accuracy, in

bits, of a CTA-based A/D converter. The formula is

ACC = log2

�
VFS

VOS�IN

�
(6.27)

where VOS�IN is the input-referred o�set of the CTA (not counting the native o�set)

and VFS is the full-scale range of the A/D converter in volts. For instance, if VFS

= 2.5 V and VOS�IN = 2.5 mV, then ACC = 9.97 bits. In other words, the CTA

is capable of realizing at best a 9.97 bit accurate 
ash A/D. This is not the same as

the e�ective number of bits (ENOB) used in (6.22), but it does provide an insightful

yardstick for comparison of the di�erent ampli�ers for converter applications.

The term VOS�IN is calculated as the sum of the inherent o�set of the

ampli�er (3�CTA) plus the o�set of the latch (3�LATCH) scaled by the gain of the

CTA,

VOS�IN = 3�CTA +
3�LATCH
ACTA

: (6.28)

In this way, any �gure of merit utilizing the factor 2ACC accounts for both the CTA

o�set and the residual input-referred o�set of the latch. Therefore, the o�set behavior

of the latch to be used must be known before it is possible to calculate these A/D

converter based �gures of merit for a charge-transfer ampli�er. This is an important

feature of the FOMs because it appropriately includes the CTA gain in the �gure of

merit. Note that VOS�IN does not include the native, or mean, o�set. The mean

o�set is irrelevant for many 
ash converters since it translates into a global o�set but

not a bitwise o�set. The issue of mean o�set is addressed later in this section for

converter applications requiring zero global o�set.

Table 6.5 compares the �gures of merit for all of the known charge-transfer

ampli�ers at 100 kSPS and 2.5 V supply. The full-scale input range, VFS, equals

2.5 V for all ampli�ers except the NMOS CTA (1.25 V), the DCCTA (1.3 V), and

the PLCTA (2.4 V). The input capacitance was assumed to be 0.7 pF for all but
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the NMOS CTA (0.35 pF) and the DCCTA (0.07 pF) and PLCTA (0.07 pF). The

assumed latch o�set voltage, �LATCH was 10 mV.

Table 6.5: Figures of merit for known charge-transfer ampli�ers

CTA PD ACTA Area VOS�CTA FOM1 FOM2 FOM3 FOM4

�W/MSPS V/V �m2 �, mV �, mV fJ
step

fJ
step

pJ��m2

step
pJ��m2

step

NMOS 0.4 2.4 2940 125 6.0 9.6 22.9 28.4 67.4
CMOS 0.8 4.1 4700 12 1.4 3.8 24.1 18.0 113.4
PDCTA 1.5 4.1 9390 0 1.2 6.6 25.3 61.7 237.4
FCTA 13.0 1 5170 25 0.6 9.4 12.5 48.4 64.7
DCTA 3.4 7.1 6570 0 1.1 10.2 23.4 67.3 153.8
DCCTA 3.3 8.2 4930 0 1.4 20.2 20.9 99.4 103.0
PLCTA 6.3 8.9 5520 0 2.1 25.2 26.8 139.2 148.1

Some of the results in the table above are intuitive, but the implications

warrant a discussion.

First, input charging adds a signi�cant amount of overhead in the capaci-

tively coupled CTAs. For instance, the CMOS CTA has a comparatively low FOM1

of 3.8, but FOM2 is 6.3 times higher at 24.1 due to the input charging energy. In other

words, the CMOS CTA consumes six times less energy than is conceivably required

to drive its input. As shown by the collective results for FOM2, the input charging

energy totally drowns out any power advantage that the CMOS CTA might have over

the fully di�erential con�gurations that consume much more internal power. Because

of their low input capacitance, the DCCTA and the PLCTA either beat or at least

match the FOM2 performance of the CMOS CTA.

The FCTA provides a superior FOM2 and FOM4. This was not an ex-

pected outcome based on the FCTA's high dynamic power dissipation. Even though

its internal energy is much larger than that of the other ampli�ers, the low input

referred o�set variance, in�nite gain and relatively small size lead to superior overall

performance.
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The pseudo-di�erential ampli�er (PDCTA) is the worst performing when

area and input charging are considered (FOM4). This validates some of the earlier

assumptions made in Chapter 5 that the enhanced di�erential architecture o�ers

advantages to the \brute force" approach to o�set nulli�cation.

The FOM2 results are almost equal for all of the ampli�ers except the

FCTA. As mentioned above, the reasons for this result is that FOM2 becomes almost

totally dominated by the input charging energy for the NMOS CTA, CMOS CTA,

PDCTA and DCTA. Whereas the DCCTA and PLCTA look much worse in terms

of FOM1, which accounts for internal energy only, they are equally competitive on

FOM2 due to their low input capacitance.

A possible conclusion to draw from Table 6.5 is that for 
ash converters

where global o�set is not a problem, the best options for circuit performance only

(not area) would be the CMOS CTA, FCTA or DCCTA. On the basis of area and

power, the CMOS CTA is superior. The following section goes into greater depth

regarding the best options for converters requiring zero global o�set.

Zero Mean O�set Ampli�ers

Ampli�ers with no systematic (zero mean) o�set are necessary for sub-

ranging A/D converters, as well as some 
ash converters with tight global o�set

speci�cations. The �gures of merit for zero mean o�set CTAs are now considered

separately from the other ampli�er architectures.

Table 6.6 lists the �gure of merit data for those ampli�ers in Table 6.5

exhibiting zero mean o�set. The data are unchanged and are repeated in this table

only for convenience in making comparisons.

The PDCTA actually consumes the least power for a given accuracy, ac-

cording to FOM1. Looking at FOM2, input charging adds a signi�cant amount of

energy to the PDCTA and DCTA, but makes almost no di�erence in the DCCTA

and PLCTA. The best performing ampli�er in terms of FOM2 is the DCCTA.

When area is a primary concern, either FOM3 or FOM4 are useful. The

PDCTA and DCTA are almost equally advantageous in terms of FOM3, where input
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Table 6.6: Figures of merit for zero mean o�set charge-transfer ampli�ers

CTA PD ACTA Area VOS�CTA FOM1 FOM2 FOM3 FOM4

�W/MSPS V/V �m2 �, mV �, mV fJ
step

fJ
step

pJ��m2

step
pJ��m2

step

PDCTA 1.5 4.1 9390 0 1.2 6.6 25.3 61.7 237.4
DCTA 3.4 7.1 6570 0 1.1 10.2 23.4 67.3 153.8
DCCTA 3.3 8.2 4930 0 1.4 20.2 20.9 99.4 103.0
PLCTA 6.3 8.9 5520 0 2.1 25.2 26.8 139.2 148.1

charging energy is neglected. However, the combined �gure of merit, FOM4, shows

that the PDCTA performs worst by far, followed by the DCTA. The DCCTA appears

to o�er the best overall performance in terms of FOM4, although the PLCTA may

be preferred if rail-to-rail input range is important to the application. The fact that

FOM4 of the PLCTA is slightly better than the DCTA is noteworthy because it shows

that the reduction in input capacitance and die area overcome the near doubling in

power. One noteworthy advantage to the DCTA is that the input capacitors can

be used to perform a temporal sampling function, whereas the DCCTA and PLCTA

require a separate S/H circuit for applications where the reference voltage is compared

to a time delayed input voltage, such as in a subranging converter. For this reason,

the DCTA was chosen to implement the 10-bit ADC described in the next chapter.

6.6 Subthreshold Operation

As mentioned earlier, subthreshold conduction is not negligible in charge-

transfer ampli�ers. Conduction currents exist in the active devices even when the

supply voltage is below the ideally predicted minimum. When this happens, the de-

vices operate in the subthreshold region with a current that decreases logarithmically

with supply voltage. Although small, this current does achieve ampli�cation through

charge-transfer. When this happens, the peak sample rate will drop exponentially

with supply voltage, or linearly with the subthreshold current.

In laboratory tests, operation of the PDCTA comparator was measured as

the supply voltage was decreased from the nominal 2.1 V down to 0 V. A summary
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of the results for a single representative test chip appears in Figure 6.5. The so-called

1-� bandwidth (SB1) was determined by measuring the frequency at which the o�set

voltage shifted by one standard deviation. This method of measurement approximates

the frequency limitation imposed by subthreshold conduction. It is assumed that �

is already known, although there is no reason why an arbitrary o�set shift could not

be chosen as well. For example, 1 mV, 2 mV or a voltage equaling 1/2 LSB for an

N-bit A/D converter could also be selected as the triggering o�set shift.

The SB1 was observed to be about 40 MSPS for supply voltages above

2 V. The bandwidth drops o� logarithmically below 2 V as expected. At 1.2 V

supply, the SB1 was 18 kSPS. While this is not the lowest voltage published for an

18 kSPS comparator, the power dissipation at this operating point was just 3.78 pW

(measured by simulation), or 0.21 pW/kSPS. The same PLCTA consumes four orders

of magnitude higher dynamic power when operated at 2.1 V supply. To the author's

knowledge, no comparator sampling in the tens of kSPS range has ever achieved low

power dissipation on the order of picowatts.

Below about 1 V, the PLCTA began to perform badly in terms of o�set

voltage. Theoretically, the reduction SB1 could be expected to follow the logarithmic

trend asymptotically down to 0 V, as suggested in the �gure by the dashed line.

But with the frequencies of value being well below 1 kSPS, parasitic leakage currents

begin to change the bias conditions to the point that reliable ampli�cation is no longer

possible. At such low sample rates, it is recommended to extend the reset phase as

long as possible in order to inhibit the e�ects of parasitic leakage in the precharge

and amplify phases.

Further study about subthreshold CTAs may lead to breakthroughs in low

power A/D converter design. This topic is suggested in Section 8.2 as an attractive

area for future work. The potential bene�ts and applications of a subthreshold CTA-

based A/D converter are highlighted brie
y in Section 7.11.
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Figure 6.5: Measured 1-� bandwidth (SB1) of a CTA operated in subthreshold

6.7 Summary

A simpli�ed, accurate technique for estimating power dissipation in CTAs

does not exist. As a rule, the simpli�ed analysis methodology in this chapter provides

an estimate which is always overly conservative. Knowledge of the physics involved

leads to a more accurate and intuitive, albeit perhaps ad-hoc, model. But a truly

accurate prediction probably will always require the aid of a transient simulation.

It should be pointed out that the measured dynamic power of CTAs agrees almost

exactly with the simulated power of the CMOS CTA, as well as the other more recent

ampli�ers [2, 10, 12, 14, 15].

Four �gures of merit have been proposed for comparing the relative advan-

tages of each existing and/or future charge-transfer ampli�er in 
ash and subranging

A/D converter applications. The FOMs provide an objective tool for measuring per-

formance and determining the best ampli�er for a given set of system constraints.

In addition, the operation of a charge-transfer ampli�er in subthreshold

was considered brie
y. The results of test chip measurements show that the power
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dissipation and peak sample rate drop exponentially with supply voltage. Future

work involving the use of subthreshold CTAs holds promise for achieving orders of

magnitude in power reduction.
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Chapter 7

A 10-bit CTA-based A/D Converter

This chapter describes a 10-bit A/D converter in which charge-transfer am-

pli�ers are used to achieve low dynamic power dissipation of 400 �W/MSPS drawn

from a 2.1 V supply (plus the resistive reference generator). This work builds upon

previous CTA-based ADCs [2,12] and demonstrates for the �rst time the applicability

of charge-transfer ampli�ers in a 10-bit converter. The two-step subranging type con-

verter evaluates on a scheme of 5 coarse bits and 5 �ne bits. Capacitive interpolation

allows a reduction in power to near the ideal equivalent of 62 comparators, albeit with

added design and layout complexity. A test chip was fabricated in 0.6 �m 2P/3M

CMOS. The active area occupies 2.7 mm2, and exhibits good behavior over a wide

range of supply voltages and sample rates.

Also included in this chapter are discussions related to the following tech-

niques and features used to optimize the reported converter.

� The choice of a subranging converter for this experiment and the relevance of


ash and subranging type converters;

� The use of interpolation and averaging techniques with CTAs;

� Methods to improve linearity and increase the peak sample rate in 
ash and

subranging A/D converters;

� Implementation of a distributed sample-and-hold function at no additional ex-

pense by using the input coupling capacitors;

� A modi�ed CTA-latch interface to improve the precision at high sample rates.
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7.1 Types of A/D Converters

The principle of A/D conversion was illustrated in Section 2.2. Many types

of A/D converters exist today. Two commonly known A/D converter architectures

are the 
ash converter and the subranging converter. When referring to an N-bit 
ash

converter, one generally refers to a circuit where the conversion from analog signal

to N digital bits is performed in a single step, or a \
ash." An N-bit subranging

converter most often implies a circuit where the conversion from analog signal to

N digital bits occurs in two or more steps, each step becoming more precise than

the previous step by \sub-ranging" into the result of the previous step, in order

to obtain N total bits. For example, a 2-step N-bit subranging converter would

convert m bits (the coarse bits) in the �rst step, and then, by sub-ranging, n bits (the

�ne bits) in the second step, where m + n = N. There are several other types and

classes of A/D converters, each with a unique set of advantages and disadvantages.

Noteworthy examples include pipeline, 
ash-
ash, successive approximation register

(SAR), incremental, integrating, logarithmic, dual-slope and delta-sigma (��).

Flash Converters

In most 
ash converters, the analog input voltage is presented at the �rst

input of an array of di�erential or pseudo-di�erential ampli�er cells (see Figure 7.1).

At the second input of each ampli�er cell is presented one of a progressive set of

partitions of a reference voltage, such that for any given input voltage, there exists

some \low" portion of the ampli�er cells where the corresponding reference voltage

is progressively lower than the input voltage, and for the remaining \high" portion

of the ampli�er cells, the corresponding reference voltage is progressively higher than

the input voltage.

Through the array of ampli�ers, the input voltage is separated into trans-

latable information packets (e.g., the output of each ampli�er cell), which are sub-

sequently detected by a combination of additional analog circuitry and digital logic,

and �nally projected onto an N-bit digital map. The resulting N-bit code represents,
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Figure 7.1: Functional block diagram of a 
ash A/D converter

in the ideal case, the closest digital number approximation of the original analog

voltage.

The overall performance of 
ash converters relies most heavily on the prop-

erties of the ampli�er cells. Therefore, novel advancements in the construction and

methods of use of the ampli�er elements of the 
ash converter are extremely impor-

tant to the performance of a particular 
ash converter and the overall behavior of a

particular system based on that converter.

Subranging Converters

In the majority of subranging converters (see Figure 7.2), the analog input

is �rst converted into m coarse bits, by an m-bit 
ash converter. The remaining n
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�ne bits are then converted by using the coarse bits to create a new, smaller set of

references which feed a second n-bit 
ash converter along with the original analog

input [28, 29].

The subranging converter reported here follows the architecture in Figure

7.2. A reference ladder feeds a 5-bit coarse section with the \coarse" references. Based

on the resulting coarse bits, a range of \�ne" references is selected via an analog mux

and fed to a 5-bit �ne section. The 5 �ne bits are then combined with the 5 coarse

bits, digitally corrected and registered as a 10-bit output word.

7.2 Averaging

Averaging helps to reduce the e�ects of mismatch in an array of matched

ampli�ers [30{34]. Shown in Figure 7.3 is the method of capacitive averaging. In nor-

mal averaging schemes, resistors or capacitors are connected between corresponding
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output terminals of adjacent ampli�ers (or any array of repetitive cells, for that mat-

ter). The averaging devices act to reduce the e�ects of cell mismatches by averaging

these mismatches over neighboring cells.

The net e�ect of averaging is shown in Figure 7.4. A large o�set in ampli�er

#5 is reduced by distributing the o�set among neighboring ampli�ers. Of course, the

apparent o�set of the nearby devices becomes larger, but the worst case o�set of

any given ampli�er in the array is smaller than without averaging. Overall, this can

greatly increase the accuracy of an array of ampli�ers in a 
ash A/D converter. A

good summary of the impact of averaging is that \one dummy can't take down the

whole team" [35].
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Figure 7.5 shows how averaging can be used with charge-transfer ampli�ers.

Although it may appear to be identical to Figure 7.3, averaging with CTAs is unique

by virtue of the fact that the averaging capacitors constitute a signi�cant portion

of the charge-transfer ampli�er load impedance. Thus they constitute in large part

the actual signal carrying elements and become much more signi�cant in the overall

performance than in a classical averaging scheme. In practice this is largely bad

news, since the averaging elements must be designed more carefully for matching and

parasitics to avoid degradation of the gain and o�set of the individual CTAs.

Averaging tends to \pull" on the end nodes as shown in Figure 7.6. This

is because the end devices experience the e�ects of averaging from only one side but

not the other. The pulling at the ends causes distortion in an A/D converter. Two

known methods are directed at reducing distortion at the ends. One technique is
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shown in Figure 7.7, where the ends are cross-coupled appropriately so as to pull the

ends back in line. This method may not be practical in most 
ash A/D converters

because long wires (with unacceptably large parasitic capacitances) are needed to

create the cross-coupling connections.

A second method is to use \dummy" ampli�ers at the ends, as in Figure

7.8. The input polarities of the dummy ampli�ers are swapped and the reference

voltage fed to the dummy ampli�er at one end is the same reference voltage given

at the reference input of the processing ampli�er at the other end. Weak averaging

is performed on a strong signal in this way to reduce distortion at the ends. Figure

7.8 illustrates this method. Note the input and reference voltage labels and the
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Figure 7.6: Distortion at the ends in a standard averaging scheme

distinction between dummy ampli�er cells and weak averaging capacitors, CW . In

the A/D reported here, extra dummy ampli�ers are used, requiring more die area

and dissipating more dynamic power. However, it does e�ectively provide the same

bene�t as cross-coupling but without the high parasitic capacitances associated with

long end-to-end cross-coupling wires. This is particularly important for CTA-based

applications.

The desired result of using the above-described circuits is to reduce dis-

tortion at the ends as illustrated in Figure 7.9. The thick dashed line represents

the distortion without any compensation for pulling. The thin dashed line indicates

the ideal transfer function and the thick line shows the results of correction through
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dummy devices at the ends. Appropriate choice of the weak averaging capacitors can

lead to arbitrarily close approximation of the ideal curve. Careful simulation with

back-annotated parasitics should be incorporated after the circuit layout is completed.

7.3 Interpolation

Interpolation is useful to reduce power dissipation and heat [29, 30, 36].

Figure 7.10 illustrates the principle of interpolation. The output of two adjacent

ampli�ers is averaged, so to speak, by the interpolating capacitors. As a result, a
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third \interpolated" output is created. This new voltage is then useful as though there

were a third ampli�er in between the two ampli�ers.1 The method of interpolation

o�ers the bene�t of eliminating the need for fully one-half of the ampli�ers in each

ampli�er stage of a 
ash A/D converter.

Just as in averaging, interpolation with CTAs is unique by virtue of the

fact that the interpolation capacitors constitute a signi�cant portion of the charge-

transfer ampli�er load impedance. Therefore they also act as signal carrying elements

and become much more signi�cant in the overall performance than in a classical

interpolation scheme.

1If the two ampli�ers are linear then the interpolated output can be a near-perfect average of the
other two outputs.
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Distortion at the edges also occurs in interpolation. The technique de-

scribed above for reducing bending at the edges in averaging also applies to inter-

polation. A method that is conceptually the same as in Figure 7.8 is to use reverse

polarity dummy devices at the ends.

7.4 Voltage Comparator

Figure 7.11 shows two CTA-based comparators. Part (a) depicts a com-

parator based on Kotani's CMOS CTA [2] and part (b) contains a comparator using

the di�erential CTA proposed in Section 5.1. Both of these comparators perform

rather well at moderate speeds, but neither is well suited for high-speed operation

without improvements to the CTA-latch interface.
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The dynamic latch comparator has a large residual charge imbalance at the

end of the latch hold stage, which corresponds to the beginning of the CTA precharge

phase. Due to the high sensitivity to output charge of CTAs, the imbalance can

appear as an o�set voltage at high speed. The polarity of the o�set depends on the

state of the latch, or the result of the previous cycle. This residual charge imbalance

may be eliminated at low to moderate operating frequencies by simply connecting

the latch directly to the output of the CTA, as shown in Figure 7.11. The residual

charge imbalance on the latch input nodes couples into the charge-transfer ampli�er

during the precharge phase. Not only does this residual imbalance appear on the

output nodes of the CTA, but it also couples to the ampli�er inputs through the

drain-gate overlap capacitor. At high speed there is insuÆcient time to dissipate all
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Figure 7.11: CTA-based comparators

of the residual charge from the CTA. Of course, this leads to a potentially large o�set

voltage which is both frequency and signal dependent.

An improved comparator is shown with a timing diagram in Figure 7.12.

The proposed changes include the addition of cut switches between the CTA and

the latch and a modi�cation to the three-phase timing as follows. The introduction

of latch reset switches labeled S3 allows the latch to recover, or zero-out the charge

imbalance that is a result of the latch decision process, during the precharge phase
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Figure 7.12: Improved CTA-based comparator

of the charge-transfer ampli�er. During this time the latch is isolated from the CTA.

This allows the latch to recover normally during the CTA precharge phase without

passing any residual charge imbalance onto the ampli�er. Dynamic stability in the

precharge phase is guaranteed as a result. Simulations showed that this isolation

allowed an increase in peak sample rate of the comparator from 15 MSPS to about

50 MSPS.
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7.5 Gain Enhancement

When classical ampli�ers are arranged in a cascade con�guration, the over-

all gain equals the product of the individual stage gains. The same principle can be

applied with charge-transfer ampli�ers to create a high-gain ampli�er cascade.

Since the gain of a charge-transfer ampli�er depends directly on the inverse

of the load capacitance, it is possible in principle to increase the gain dramatically

by decreasing the load capacitance. This is made possible by utilizing the principles

of positive feedback.

Figure 7.13 illustrates how positive feedback can be used to create a virtual

negative capacitor. When the gain, A, is negative, the virtual input capacitor appears

as what is commonly called a \Miller capacitor." However, when A is positive and

greater than unity, the input-referred component of CF appears as a negative capac-

itance. This same principle has been applied previously to equalize power systems

and improve response time in communication circuits [37, 38].

Figure 7.14 is a detailed schematic representation of a negative capacitance

generator applied to a two-stage cascade of CTAs [19]. The �rst stage CTA comprises

all circuit elements in the signal path up to the di�erential nodes P and Q. A modi�ed

second stage CTA comprises the remaining circuit elements. The modi�ed second

stage CTA is essentially the same as the �rst stage, but without the input coupling

capacitors.
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Figure 7.14: Example of gain enhancement in a two-stage cascade of CTAs

Capacitors CF1 and CF2 form positive feedback paths which, assuming the

gain of the second stage is greater than unity, act to decrease the load capacitance

on the �rst stage. The operation of this positive feedback connection is di�erent for

a CTA than for a continuous time ampli�er. In the continuos time ampli�er, the

equation shown in Figure 7.13 is generally valid, except when the signal frequency is

high enough that ampli�er phase shift becomes dominant. The positive, capacitive

feedback on the CTA, however, exists in a sampled environment and thus has a

di�erent mode of operation, which is described as follows.

At a given sampling rate the feedback capacitors will cause the CTA to

initially exhibit reduced gain due to the added load capacitance at nodes P and Q.

However, as the CTA proceeds further into the amplify phase, the positive feedback

capacitors will couple some of the output signal back into the signal path. This process

dynamically boosts the �rst stage CTA gain and thus increases the overall ampli�er

gain over that achievable simply by cascading two CTAs. These feedback capacitors

do add load capacitance at the output of the second stage CTA, thereby decreasing
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Figure 7.15: Sample waveforms showing gain enhancement at 10 kSPS

its part of the overall gain. But, this decrease is overcome by the signi�cant increase

in the �rst stage CTA gain if capacitors are chosen such that

CT >> CL > CF : (7.1)

The second stage CTA does not see the step function �VIN , but rather the

output of the �rst stage ampli�er, which charges at a rate inversely proportional to

the elapsed time according to (4.30) and (4.31). This causes the second stage CTA

to produce its output even more slowly, thus producing at �rst the appearance of

decreased overall gain. However, if given suÆcient time during the amplify phase,

the feedback connections of CF1 and CF2 will quickly boost the �rst stage gain and

the overall gain. Appropriate timing is important to the application of this method

for gain enhancement.

Figure 7.15 shows Spice simulation results where the sample rate is 10

kSPS. The ampli�er is stimulated with a 1 mV di�erential; the ampli�er response

in mV during the amplify phase represents the gain. The use of feedback capacitors

with no other circuit alterations clearly boosts the gain in the amplify phase, but
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Figure 7.16: Sample waveforms showing gain enhancement at 200 kSPS

not until after a certain amount of time has elapsed. Prior to this required delay, no

gain advantage is observed. Figure 7.16 shows a similar set of simulations where the

sample rate is 200 kSPS. Here the gain advantage is again visible after a suÆcient

elapsed time. The amplify phase should have a time duration greater than or equal

to that of the precharge phase to ensure a gain advantage.

7.6 Distributed Sampling

In subranging converters, the input voltage is required �rst by the coarse

section and then later by the �ne section. Therefore, an accurate sample-and-hold

function is critical to the operation. But even in recent subranging converters, a

dedicated sample-and-hold circuit can consume as much as 40% of the total con-

verter power [29]. The application of distributed sampling has been used to reduce

the overall power dissipation and increase speed by spreading out the performance

requirements of the individual sample-and-hold circuits [39{42].
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A circuit diagram illustrating the construction of a charge-transfer ampli-

�er con�gured for distributed sampling is shown in Figure 7.17 with a summary of the

clock phases. The input coupling capacitors, CC , now serve a dual role as the sam-

pling capacitors and as isolation devices for dynamic biasing. The input and reference

voltages are not sampled simultaneously, allowing a di�erence in time between when

the input voltage and reference voltage are sampled. This scheme permits the �ne

bank of ampli�ers to operate after the references have been adjusted (or sub-ranged)

by the result of the coarse bank.

It is critical that the clock phases for the sampling switches are driven in

precisely the same manner (i.e., same rise/fall time and same drive strength). Not

only must the driving logic be identical, but the transmission lines to the switches
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should be matched as closely as possible in the layout. Even a small di�erence in the

rise times of the sampling switches can result in sizeable input o�set errors.

Figure 7.18 gives the construction of one possible timing order. The input

voltage is sampled simultaneously by the coarse and �ne sections; the sampled input is

used immediately by the coarse section to evaluate the coarse bits, and is subsequently

used by the �ne section to evaluate the �ne bits after a delay.

7.7 Settling of the Fine References

To reduce dynamic errors in a subranging converter, it is favorable to allow

more time for the �ne references to settle once they have been adjusted by the result

of the coarse section. Two proposed methods of accomplishing extended �ne reference

settling time are shown in the timing diagram of Figure 7.19. In option (a), the CTA

amplify phases of the coarse and �ne sections are shortened to one clock partition.

(In Chapter 4, it was shown that giving the amplify phase two clock cycles maximized

the gain.) In option (b), the CTA amplify phase of the coarse section ampli�ers is

one clock partition, whereas the �ne section ampli�ers are given two clock partitions.

The tradeo� between giving the CTAs a high gain and allowing the �ne

references to settle completely can only be made once the accuracy requirements of

the converter have been decided. But as a general rule, the input capacitance of the
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Figure 7.18: Timing summary of a sampling method
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Figure 7.19: Optional timing diagrams for extended settling of �ne references

�ne bank is large enough that the best performance is achieved by maximizing the

amount of time for the �ne references to settle.

Referring again to Figure 7.19, option (a) dedicates four clock partitions

for settling of the �ne references. By comparison, if both coarse and �ne sections were

given two clock partitions for their amplify phases, this settling period would be cut

in half. The �ne section ampli�ers do lose some gain on account of having only one

clock partition available in the amplify phase, but this loss is small compared to the

potential doubling of the accuracy of the �ne references. In option (b), three clock

partitions are allowed for settling of the �ne references. This method still increases
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the accuracy of the �ne references, but without any loss in the gain performance of

the �ne bank. Since the overall accuracy is so dependent on the �ne bank ampli�ers,

this option may be preferable in some circumstances.

7.8 Preliminary Study

Figure 7.20 shows the reported power dissipation in a broad survey of 10-

bit converters in the open literature spanning the range 100 kSPS up to 1 GSPS. The

highest dissipation is 25 mW/MSPS and the lowest (state of the art) is 1 mW per

MSPS. Based on previous measurement data [1, 2, 12, 13], it has been suggested that

power bene�ts inherent in CTA technology could push the state of the art down as

low as 400 �W per MSPS, a reduction of 60% over the best reported 10-bit converters.

In this work, the fully di�erential charge transfer ampli�er (DCTA) of

Section 5.1 is used for low o�set voltage characteristics (see Figure 5.1). A voltage

comparator is constructed using the CTA as a preampli�er to reduce input-referred

o�set voltage of a dynamic latch comparator. The o�set voltage of the charge-transfer

120



ampli�er is below 2.1 mV and consumes purely dynamic current. It has also been

shown to be robust over a wide range of operating conditions and tolerant to large


uctuations in device parameters such as threshold voltage and transconductance.

The circuit is also useful in that a sample-and-hold is built into the front end via the

input coupling capacitor, CC .

When the CTA is used as a preampli�er to a dynamic latch comparator,

the latch input capacitance of about 100 fF acts as the preampli�er load, CL. In the

architecture of this particular charge-transfer ampli�er, gc equals roughly 1.6�CT , so
it is possible to achieve stage gains of 10 V/V by using a small transfer capacitance

of 600 fF. With these design parameters and a fairly standard dynamic latch [25],

the comparator dissipates roughly 5 �W/MSPS from a 2.1 V supply. Carrying that

number through to the ideal 10-bit subranging converter with 62 comparators leads

to an estimated 320 �W/MSPS, not counting dynamic power drawn by the encoding

logic and static power dissipated in the resistor ladder.

7.9 Subranging A/D Converter

As mentioned before, timing is important in subranging converters both

architecturally and to accommodate di�erences in comparator design. In this con-

verter, conversion takes four master clock cycles and follows the scheme outlined in

Figure 7.19(b). The coarse section is allowed one half clock cycle for the precharge

and amplify phases. The �ne section is allowed one half clock cycle for the precharge

phase, but a full clock cycle for the amplify phase. This is done so that (a) the coarse

bits evaluate early, allowing more time for the �ne references to settle through the

analog mux, and (b) because allowing more time for the �ne bits in the amplify phase

improves the accuracy of the �nebank preampli�ers. As shown, three half-cycle pe-

riods are allotted for the �ne references to settle before the �nebank amplify phase

begins.

Interpolation in the �nebank allows a reduction in the number of CTA

preampli�ers and also reduces the total capacitive load seen by the analog mux to

the �nebank ampli�ers, resulting in a faster settling of the �ne references. A simpli�ed
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(e.g., switches and input coupling capacitors removed) illustration of the 2:1 inter-

polation scheme applied to the output of fully-di�erential charge-transfer ampli�ers

is shown in Figure 7.21. For every two adjacent CTA preampli�ers, the outputs are

capacitively interpolated to produce a third output, emulating a third preampli�er.

Interpolation in this way reduces the number of preampli�ers by 50%. In this work,

two stages of preampli�ers were used in the �nebank (for increased gain), each stage

with 2:1 interpolation applied for a total of 4:1 interpolation bene�t as seen by the

analog mux.

When using interpolation with CTAs, the implementation is considerably

more diÆcult than with a classical preampli�er. This is because classical ampli�ers

derive voltage gain by an R/R ratio or by a gmR product. With charge-transfer am-

pli�ers, on the other hand, the load capacitance directly determines both the voltage

gain and the input-referred o�set voltage. Care must be taken to minimize parasitic

capacitance in the interpolating capacitors and to match all parasitics carefully in the
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di�erential signal path. For example, wire lengths and trace proximities were care-

fully controlled in this design in an e�ort to achieve low di�erential o�set and also

to preserve voltage gain by limiting the load capacitance seen by the charge-transfer

preampli�ers.

Five additional comparators at each end of the �ne bank were used to

provide overlap for digital error correction [29]. In the aggregate, a total of 41 com-

parators (31 for the �ne bits and 10 for error correction) were implemented in the

�nebank, consisting of 11 �rst-stage CTA preampli�ers, 21 second-stage preampli�ers

and 41 latches. Four additional CTAs were used to correct bending at the edges.

7.10 Fabrication Results

Test chips were fabricated on 0.6 �m 3M/2P CMOS by AMI Semiconduc-

tor. A digital image of the fabricated circuit appears in Figure 7.22. CT capacitors

were implemented in poly-poly cap, not to improve preampli�er linearity (which is

irrelevant in a comparator application) but rather to ensure reliability of the target

voltage gain in the preampli�ers. The reference ladder was a continuous strip of

polysilicon, without bends, spanning the center of the converter. The coarse and �ne
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Figure 7.23: Measured dynamic power dissipation of the A/D converter

sections were situated on either side of the reference ladder for convenience. Clock

generation circuitry was placed on the edge farthest from the �nebank.

7.10.1 Dynamic Power

Dynamic power dissipation in the ADC was measured at 2.1 V, 2.5 V and

3.3 V. Neglecting DC power drawn by the reference ladder (1.3 k
), observations

are displayed in Figure 7.23. At 2.1 V, dynamic power is just under 400 �W/MSPS.

Including the resistor ladder, the total power is above 1 mW/MSPS, but according to

simulations this could be made as low as 50% of the core power while still preserving

the desired accuracy. For example, the resistor power could be as low as 200 �W

at 1 MSPS or 400 �W at 2 MSPS. It is emphasized that the low dynamic power

dissipation underscores the potential CTAs can o�er in total power reduction. This

is especially applicable at low to moderate speeds, where the reference ladder current

can be made small relative to power consumed by the core. The reference ladder
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resistance can be increased to �t the sample rate and accuracy requirements of the

application.

Comparison to the State of the Art

The measured dynamic power dissipation plus a nominal 50% for the resis-

tor bias is 600 �W/MSPS, or 40% lower than the state of the art of 1 mW/MSPS. At

the time of this writing, the next lowest power for a 10-bit A/D converter was reported

in December, 2003 at 690 �W/MSPS at 80 MSPS [43]. However, that converter fol-

lowed a pipelined architecture, which has inherent power dissipation advantages over

the subranging architecture used in this work but does not o�er the bene�t of low

latency.

Another low-power A/D for hearing aid applications, published in Febru-

ary, 2004, achieved 3 �W total power at 300 SPS [44]. The accuracy was less than

10 bits, but the design also incorporated temperature compensation and an input

diode to translate a log-scale input current into a linear voltage. By comparison, the

converter reported here would consume just 0.54 �W at 300 Hz (an 82% reduction in

power), assuming a nominal 50% overhead for the resistor ladder.

7.10.2 Linearity

Linearity performance was measured by sampling at low speed (256 kSPS)

while sweeping the input with a full scale, 50 Hz linear ramp, providing 5 samples

per step. The digital outputs were acquired into a high-speed logic analyzer and

transferred to a computer for analysis. DNL and INL plots of a single representative

converter appear in Figure 7.24. The DNL clearly exceeds 1 LSB, meaning that

some codes are missing from the converter. Reexamination of the design shows that

this nonlinearity resulted due to comparator o�sets induced by mismatches in the

interpolation capacitors. Therefore, improvements in the interpolation design is still

needed. The INL plot reveals evidence of bending at the lower edge to a degree of

just under 3 LSB. This indicates that the dummy correction ampli�er at the lower

end was not coupled strongly enough into the ampli�er array (see Section 7.3).
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Figure 7.24: Measured nonlinearity of the A/D converter

The extend of the bending at the low end covers most of the bottom half of

the input range. This performance indicates a high sensitivity of the 4:1 interpolated

input devices to bending at the ends. Since there were only 11 input stage ampli�ers

in the �ne bank, the e�ects of pulling on just a few of these devices near the low

end a�ected INL over a broad portion of the input range. A conclusion to be drawn

from this result is that great care must be taken to balance the tradeo� between the

overall linearity goal and the savings gained from interpolation. In this case, the INL

could be corrected by one of two methods: �rst, by coupling the dummy devices near

the low end more strongly by using a larger capacitor, and second, by using a lesser

degree of interpolation (e.g., 2:1 rather than 4:1).

7.10.3 Spectral Performance

Dynamic performance was measured against simulation by applying a pure

sine wave input at -0.1 dB-FS (2.46 V at 2.5 V supply) equal to 1/8.33 times the sam-

ple rate, with sample rates varying from 20 kSPS up to 2 MSPS. Data were acquired

into a logic analyzer and �nally transferred to a computer for spectral analysis in
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Matlab. Figure 7.25 shows the measured SNDR (signal to noise and distortion ra-

tio) compared with simulation results. Below about 1 MSPS, the converter yields

8.2 e�ective bits. The majority of the distortion is directly caused by the sources of

nonlinearity mentioned above. It may appear that the performance is poor compared

with the ideal 10 bits, but in reality it is quite common for 10-bit converters to exhibit

between 8 and 9 e�ective bits at the full sample rate. The present design would be

improved from the low end to the high end of the acceptable range by improvements

in the interpolation as described above. The maximum sample rate is also architec-

turally limited by the �ne reference settling period, which is in turn dominated by

the large CTA input sampling capacitors. These capacitors were actually made quite

large (700 fF) in order to prevent signal attenuation from capacitive voltage division

between CC and the input gate nodes of the active MOSFETs. Higher speed opera-

tion could be made possible by using nonsampling CTA preampli�ers, which would

require a separate sample-and-hold circuit, and by using recent ADC architectural

techniques, such as absolute value processing and fully di�erential design as in [29].
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In spite of limitations incurred by the architecture and interpolation scheme,

the reported ADC clearly demonstrates the potential for 10-bit accuracy. Dynamic

power reduction of up to 60% lower than the state of the art is made feasible by using

low-power charge-transfer ampli�ers at near the minimum allowable supply voltage

for CTAs. Further improvements to the integration of CTAs into particular ADC

architectures, as well as optimizations to the charge-transfer ampli�ers themselves,

could lead to signi�cant steps forward in low-power A/D converter design.

7.11 Potential Applications

The 10-bit converter reported in this work is potentially well suited for

applications with a signal bandwidth on the order of 1 MHz. By reducing the capac-

itive loading on the resistor ladder, utilization of 0.25 or 0.18�m CMOS processing

would immediately raise the peak sample rate of the subranging architecture to 5{15

MSPS. Further architectural optimizations such as absolute value processing and a

fully di�erential resistor ladder might realistically be expected to help achieve 25{50

MSPS operation while also increasing the performance to greater than 9 e�ective bits

(see, for example, the subranging converter described in [29]).

Despite the challenges already discussed, the low dynamic power dissi-

pation made available with charge-transfer ampli�ers appears to o�er a signi�cant

enough advantage as to merit serious consideration for practical applications. In com-

bination with the methods of interpolation and distributed sampling demonstrated in

this dissertation, additional design techniques may lead to unprecedented eÆciency

in the process of analog-to-digital conversion.

In order to understand the relevance of this work with respect to existing

technologies, it is important to consider the potential applications of a CTA-based

A/D converter. Figure 7.26 shows the recent A/D converter performance needs for

several popular classes of products [45]. Expected power dissipation increases up and

to the right.
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Figure 7.26: Recent A/D converter performance requirements for several classes of
commercial products

The converter design reported in this dissertation could easily be used in

Bluetooth applications,2 especially in battery-powered nodes such as wireless ear-

pieces, software radios and handheld computers. Cost being a critical factor in the

feasibility of Bluetooth, utilizing a 0.25 or 0.18 �m CMOS technology would probably

be necessary in order to shrink the CTAs enough to make this approach competitive.

Video applications are also possible with a CTA-based converter achieving

moderately faster operation of greater than 3 MSPS. With the majority of 10-bit

video-rate converters consuming in excess of 5-10 mW, the charge-transfer ampli�er

approach may present an advantageous alternative on the basis of power alone. Ul-

trasound, which is very high-speed video, requires an A/D sampling at 30-70 MSPS.

2Bluetooth transmits frequencies around 2.4 GHz, with 22-79 channels spaced 1 MHz apart.
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A CTA could conceivably be designed to �t this application if the converter architec-

ture incorporated averaging to reduce o�set voltages and interpolation to limit the

size and power.

The charge-transfer ampli�er approach is also potentially useful for ap-

pliance control applications in the 50 to 300 kHz range. Applications falling under

this category include load balancing in washing machines or dampness sensors for

dryers. In most appliances, optimization for low power dissipation is not necessar-

ily critical, but the electrically noisy environment often causes diÆculty for purely

analog circuits. The inherent robustness of charge-transfer ampli�ers is de�nitely an

architectural advantage over the continuous time approach.

At the low end of the spectrum, moderately accurate ADCs are needed

for telephony. If a �gure of 600 �W/MSPS is assumed for dynamic power of a 10-

bit CTA-based converter, then an 8-bit converter could theoretically be designed

to consume 150 �W/MSPS or 1.5 �W at 10 kSPS. In a typical 4 kHz telephony

application requiring 8 kSPS sampling, the charge-transfer ampli�er approach could

yield a 1.2 �W converter. This is below the expected consumption of a low-power

A/D used for telephony today. Moreover, with reference to Section 6.6, a CTA can

achieve up to �ve orders of magnitude in power reduction if the circuit is powered

below the ideal minimum of 2.1 V. For example, based on the results in Figure 6.5, a

6-bit, 18 kSPS 
ash A/D powered at 1.2 V could theoretically consume just 238 pW

by using a PLCTA-based comparator methodology (plus the resistor ladder power).

In such an approach, the dominant power source would actually be the resistor ladder

in order to allow noise spikes to settle in between samples.

Finally, charge-transfer ampli�ers could be used to provide a power ad-

vantage in industrial sensors. Applications in this �eld are numerous, ranging from

automobile oil temperature sensors, to blood glucose meters, to strain gauges used in

helicopters, trains, airplanes and buildings. The sample rate in these applications can

actually fall well below 1 kSPS, and in some cases a sample may be taken only once

per week or once per month. But such devices would also be expected to operate
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for many years powered by a single 10 mAh battery. A charge-transfer ampli�er-

based approach is likely to yield attractive tradeo�s between cost and power for such

applications.

7.12 Summary

This chapter has reported the �rst implementation of a 10-bit CTA-based

A/D converter. The converter consumed less than 400 �W/MSPS of dynamic power

in the core and it was estimated by simulation that approximately 200 �W/MSPS

is suÆcient for the resistor ladder. The core power was linearly dependent on the

master clock frequency. To optimize for eÆciency, the resistor ladder power must be

programmed in the design phase based on prior knowledge of the application's sample

rate requirements.

The use of 4:1 capacitive interpolation in the �nebank was vital to achieving

such low power dissipation. The interpolation capacitors appear to interact much

more strongly with the CTAs than with previously reported implementations using

classical ampli�ers. This led to some distortion at the low end and also missing

codes throughout the converter's range. Even with careful design and back-annotated

simulations, it is clear that improved analysis techniques and simulation accuracy will

be required in order for the full bene�t of interpolation to be realized in CTA-based

A/D converters.

A distributed sample-and-hold scheme was devised to leverage existing

input coupling capacitors and eliminate the need for a separate S/H ampli�er. Proper

design of the switch drivers and careful management of the layout parasitics helped

prevent global o�set errors that are a symptom of mismatched clocks driving the

input sampling switches. Proper division of the timing sequence between coarse and

�ne sections resulted in an acceptable tradeo� between accuracy in the �ne bank

and settling time for the �ne references. A maximum sample rate of 1 MSPS was

achieved, limited by the settling of the �ne references.

Potential applications for CTA-based converters were also considered. In

some cases, the low power dissipation aspect would be the most important advantage.
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But the die area or cost cannot be ignored. The �gures of merit proposed in Section

6.5 may be helpful in evaluating for the best overall performance in a low-power,

low-cost application.
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Chapter 8

Conclusion

Charge-transfer ampli�ers o�er unique advantages in the design of eÆcient

A/D converters. This dissertation has explored several important aspects relating

to the design, analysis and implementation of CTAs and CTA-based converters. A

methodology for analyzing the dynamic behavior of charge-transfer ampli�ers has

been shown to yield relatively accurate predictions of the voltage transfer function

over a wide range of frequencies. Additionally, three new charge-transfer ampli�ers

were proposed, each improving over existing designs with respect to practical consid-

erations.

The dynamic power consumption of charge-transfer ampli�ers was exam-

ined and it was shown that a simpli�ed model exists but signi�cantly overestimates

the actual power due to second order e�ects such as threshold modulation and incom-

plete precharging at high speeds. In connection with this analysis, four FOMs were

proposed. Finally, a 10-bit CTA-based A/D converter was designed, fabricated and

tested, demonstrating for the �rst-time the potential for CTAs to be used in precise,

ultra low-power data converter applications.

8.1 Contributions of the Dissertation

The speci�c contributions of this dissertation are:

1. An analysis of the dynamic behavior of charge-transfer ampli�ers, leading to

a generalized expression for the voltage transfer function. The resulting model

was implemented in Matlab for the NMOS CTA and the DCTA. Up to a certain
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frequency, calculations agreed quite well with Spice simulations of the voltage

gain over a number of circuit parameters (e.g., transfer capacitance and thresh-

old voltage) and external conditions (e.g., supply voltage and timing ratio of

the clock phases). The model does break down above a certain sample rate due

to the e�ects of �nite MOS switch resistance. But, including this resistance in

the model led to intractable equations. This problem is reiterated below as a

topic for future research.

2. Examination of the sources of o�set voltage in fully di�erential CTAs. Two

sources of o�set voltage were identi�ed: charge injection and channel mismatch.

Charge injection appears as a constant o�set term that is probably overshad-

owed by channel mismatch errors, especially at high speed. Channel mismatch

error has two components: capacitors and active MOS transistors. Capacitor

matching contributes a �xed o�set, whereas MOS matching is negligible at low

sample rates but becomes dominant as the frequency increases.

3. Development of a truly di�erential charge-transfer ampli�er. The proposed

di�erential-mode CTA (DCTA) improves over the pseudo-di�erential ampli-

�er in that two CMOS CTA channels are dynamically coupled by sharing of

the transfer capacitors. The connections of these capacitors are such that the

charge on both plates contributes to the voltage gain, enhancing the gain by

a factor of two at no additional cost. Moreover, the number of transfer ca-

pacitors is reduced from four to two in comparison to the pseudo-di�erential

con�guration, reducing die area by about 25%.

4. Development of a CTA with 10x reduction in input capacitance. The proposed

direct-coupled CTA (DCCTA) overcomes the cuto� condition, allowing a rel-

atively wide common-mode range at low supply voltages. At larger supply

voltages, the saturation condition limits the advantages of this ampli�er.
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5. Development of a CTA with no precharge voltage. The proposed VPR-less CTA

(PLCTA) is designed with a modi�ed output switching network that accom-

plishes two purposes. First, the need for a precharge voltage is eliminated by

decoupling the PMOS and NMOS drain nodes from each other. Second, the

switching network dynamically generates a suitable output common-mode volt-

age. This preserves the CTA's usefulness in interfacing to another ampli�er or

a latching comparator. By combining the bene�ts of the fully-di�erential ar-

chitecture and the direct-coupled CTA, the proposed ampli�er achieves nearly

rail-to-rail input range at any supply voltage.

6. An analysis of the dynamic power consumption of charge-transfer ampli�ers.

The idealized analysis was straightforward to develop and led to an intuitive

input-dependent power pro�le. However, comparison with measurement data

revealed that the model overestimated the actual power dissipation by more

than 100%. After examining the dynamic behavior, it was shown that aggre-

gate charge sharing in 
ash A/D converters reduces the average power per CTA.

It was also shown that threshold modulation and incomplete precharging com-

bine together to further reduce the power consumption. Since including these

e�ects in a compact empirical model is diÆcult, and because simulation results

have been shown to accurately predict the power consumed by CTAs, it is rec-

ommended to use a combination of idealized analysis (which is always overly

conservative) followed by local and global simulations to predict the dynamic

power per ampli�er and of the combined A/D converter.

7. Figures of merit for charge-transfer ampli�ers. Four �gures of merit were pro-

posed, each linked directly to the commonly accepted �gure of merit for A/D

converters. An objective comparison of the overall performance of all reported

charge-transfer ampli�ers revealed which ampli�ers are best suited to satisfy

particular converter constraints, cost limitations and/or system parameters.
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8. A 10-bit subranging CTA-based A/D converter. The converter reported here

uses only charge-transfer ampli�ers and dynamic latch comparators in the con-

struction of the coarse and �ne sections. A timing scheme was utilized which

allowed an optimal tradeo� between coarse bank accuracy, �ne bank accuracy

and settling time for the �ne references. The converter was implemented in 0.6

�m CMOS and consumed 400 �W/MSPS of core power plus the power of the

resistor ladder. It is asserted that a rule of 50% overhead for the resistor ladder

is suÆcient and, as a result, a total of 600 �W/MSPS is possible up to 1 MSPS,

the limit of this converter. This is 40% lower than the current state of the art

of 1 mW/MSPS. In addition to the reported converter, future CTA-based con-

verters can potentially be applied to several applications, including industrial

sensors, telephony, appliance controls, Bluetooth and video/ultrasound.

9. Interpolation of an array of charge-transfer ampli�ers. A 4:1 interpolation

scheme was utilized within the �ne bank of the reported A/D converter in

order to reduce size, power dissipation and loading on the resistor ladder and

input source. The implementation was successful in the sense that power, area

and noise were dramatically reduced. However, it was discovered that interpo-

lation with CTAs presents unique challenges as well. In spite of careful design

and layout practices, distortion at the lower end was observed which cut the

overall performance to 8.2 e�ective bits with nonlinearity above the acceptable

10-bit level. In addition, mismatches in the interpolation capacitors led to sys-

tematic o�sets which appeared as patterned DNL. The problem of successfully

implementing interpolation with arrays of charge-transfer ampli�ers is suggested

below as an area for future study and optimization.

10. A distributed sample-and-hold utilizing existing input coupling capacitors of

charge-transfer ampli�ers. The A/D converter presented in this dissertation

required no S/H ampli�er because that function was folded into the existing

coupling capacitors and input switching network of the �ne bank CTAs. Care-

ful management of the switch drivers led to good sampling accuracy.
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11. A gain enhancement method for cascaded charge-transfer ampli�ers. In cases

where two or more CTAs are cascaded to increase the forward gain, a method

has been proposed in which a small capacitor in positive feedback around the

trailing stages is used to add a virtual negative capacitance at the input nodes.

This has the e�ect of boosting the gain of the �rst stage CTA. The resulting

overall increase in forward gain leads to lower input-referred o�set voltage by a

factor on the order of 25{50%. The cost of using this technique is small, since

the size of the feedback capacitors can be on the order of a few tens of fF in a

typical CMOS process.

8.2 Future Work

In the course of this work, the following topics have been identi�ed as areas

for future research:

� Analysis of the high-speed behavior of charge-transfer ampli�ers. One of the

problems with the analytical model developed in Chapter 4 was an inherent

inaccuracy at high sampling rates. The reason for this limitation is that �nite

switch resistance was not accounted for in the calculations. Doing so led to

equations with no closed form solution. But as CTAs are implemented in smaller

geometry processes, it will be important to have a reliable model of the behavior

up to the maximum sample rate (on the order of 100{1000 MSPS).

� Novel o�set reduction techniques, particularly for high speed operation, of charge-

transfer ampli�ers. It was shown earlier that the o�set voltage increases steadily

with sample rate due to the in
uence of matching in the active MOS transistors.

One solution for the future may be to simply use larger transistors for better

matching. However, this approach adds two new complications: �rst, the larger

drain junctions add load capacitance which decreases the overall gain; and sec-

ond, due to the larger gate capacitance, voltage division at the inputs becomes

worse unless the size of the input coupling capacitors is increased. EÆcient

methods of trimming CTAs may be very attractive for certain applications.
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� Improved methods of interpolation for charge-transfer ampli�ers. As described

above, interpolation with CTAs presents a number of challenging design propo-

sitions. Distortion at the ends is diÆcult to control accurately, leading to poor

spectral performance and high INL. In contrast to interpolation with continuous

time ampli�ers, any mismatch in the interpolating capacitors leads directly to

o�set errors in the CTAs. The result is potentially poor DNL performance. The

development of a reliable method of interpolation that builds on the unique con-

struction of CTAs would represent not only a novel (and assuredly patentable)

improvement, but would also considerably advance the usefulness of charge-

transfer ampli�ers in precision A/D converters.

� An accurate dynamic power model for charge-transfer ampli�ers. The ideal-

ized power analysis in Chapter 6 provided an intuitive means of predicting the

dynamic power consumption of CTAs. However, the model was shown to be

lacking with respect to multiple important factors. A model that bridges the

gap between unrealistically high idealized predictions and estimates obtained

from lengthy transient simulations would help lead to more satisfying design

analyses.

� Subthreshold charge-transfer ampli�ers. CTAs can in fact be operated below the

minimum supply voltage predicted by the idealized equations. In 0.6 �mCMOS,

for example, subthreshold conduction allows a CTA to amplify well below the

2.1 V limit suggested by summing the absolute modulated values of VTN and

VTP . The power dissipation of a subthreshold CTA drops exponentially with

supply voltage, but so does the peak sample rate. Nevertheless, a study into

the design and performance of subthreshold CTAs may lead to unprecedented

reductions in the power dissipation of low-frequency (below 100 kSPS) A/D

converters.

� A two-phase charge-transfer ampli�er. One of the common features of all re-

ported CTAs to-date is a three-phase operation. For practical considerations,

this means two complete clock cycles are required for each CTA cycle. This
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limits the advantages available with CTAs as compared to many switched am-

pli�er circuits that operate in just one clock cycle, or two clock phases. It would

represent a signi�cant advantage if a CTA could function on just two phases as

well. It should be possible to devise a scheme whereby the reset phase is ab-

sorbed into the precharge phase by appropriate switching of either the transfer

capacitors or the active MOS devices.

� Application to new printed circuit technologies. The inherent robustness of

charge-transfer ampli�er architectures is an advantage in CMOS technologies

to be sure. But, emerging design mediums may prove even more favorable for

a CTA-based approach to A/D conversion. Circuits are now being integrated

directly onto non traditional substrates in order to reduce size and cost. Organic

thin �lm transistors (OTFTs), also called \plastic transistors," are becoming

popular through disruptive carbon-based technologies which hold promise in the

�ve to twenty year time frame as cheap and eÆcient mediums for manufacturing

displays and other human interface circuits. The relative insensitivity of CTAs

to variations in most transistor properties may lead to the feasible construction

of high-performance ampli�ers, comparators and A/D converters in these new

organic technologies without requiring particularly high quality transistors.
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Appendix A

Common Random Access Memory Architectures

Table A.1 provides a list of the most common random-access memory

(RAM) architectures. Charge-transfer ampli�ers have been used as low-power, high-

speed sense ampli�ers in RAM applications since 1972 [8, 9, 46, 47].

Table A.1: Common random access memory architectures

DRAM Dynamic Random Access Memory

The most common type of memory; it must be constantly refreshed
or it will lose its contents.

SRAM Static Random Access Memory

Faster and more reliable than DRAM; the term \static" implies that
it does not require refreshing. SRAM is more expensive to produce
than DRAM.

FPM RAM Full Page Mode Random Access Memory

A type of DRAM that allows faster access to row or page data.
Sometimes called Page-Mode Memory, it eliminates the need for a
row address if data is located in the previously-accessed row.

EDO DRAM Extended Data Out Dynamic Random Access Memory

Faster than conventional DRAM, which can access only one block
of data at a time. EDO DRAM can start fetching the next block
of memory at the same time that it sends the previous block to the
output.

SDRAM Synchronous Dynamic Random Access Memory

Can run at much higher clock speeds than conventional DRAM.
SDRAM actually synchronizes itself with the system clock and is
capable of running about three times faster than conventional FPM
RAM, and about twice as fast EDO DRAM.
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Appendix B

Matlab Model of a Fully-di�erential CTA Voltage Transfer

Function

The following Matlab script was used to calculate the transfer function

of a fully-di�erential charge-transfer ampli�er according to the model developed in

Section 4.3.

In the �rst part of the code, input parameters pertaining to the process,

circuit parameters and external conditions are initialized. Next, the precharge phase

is initialized with these parameters. Behavior during the precharge phase is then

modelled by computing the voltage at key nodes. Since only the voltages at the

end of the precharge phase are of interest, the interim voltages are not calculated

directly. Finally, the amplify phase response is computed with corrections made for

threshold modulation. A subthreshold conduction parameter is included in the scripts

in order to allow for the added gain introduced by subthreshold conduction for small

signals. This parameter is used to ensure continuity between the low-frequency and

high-frequency responses.

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Script for computing the gain of a DCTA %%

%% (Differential Charge Transfer Amp.) %%

%% Author: William J. Marble %%

%% Date: Dec 06, 2000 %%

%% %%
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%% INPUT VARIABLES %%

%% dv = Delta(Vin) %%

%% vss = negative supply (-1.05 to -2.0) %%

%% vdd = positive supply (1.05 to 2.0) %%

%% ct = transfer capacitance (F) %%

%% co = load capacitance (F) %%

%% bn = Kp(W/L) of NMOS transistors %%

%% bp = Kp(W/L) of PMOS transistors %%

%% vtno = NMOS zero-bias threshold %%

%% vtpo = PMOS zero-bias threshold %%

%% %%

%% OUTPUT VARIABLES %%

%% a = alpha, the gain scaling factor %%

%% where GAIN = alpha(ct/co) %%

%% The output is computed for frequencies %%

%% spanning 1Hz to 1GHz. %%

%% This code ignores the speed-limiting %%

%% effects of switch resistance. %%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

clear;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Input variables

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

dv=-0.001;

vss=-1.25;

vdd=1.25;

ct=600e-15;

co=100e-15;

bn=.0008;
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bp=.0008;

vtno=.655;

vtpo=-.958;

vtn=vtno;

vtp=vtpo;

k1n=0.88;

k1p=0.55;

phif=0.7;

an=2*ct/bn;

ap=2*ct/bp;

Bn=sqrt(bn/bp);

Bp=sqrt(bp/bn);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Subthreshold conduction parameter

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

ec=3.0;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Initial conditions, precharge phase

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

vbo=vss-(vtn+vtp)/2;

vco=-vtp-Bn*(vbo+vtn);

fs=logspace(0,9,250);

tp=1./(4.*fs);

ta=1./(2.*fs);

j=[];

m=[];

for i=1:250

m=[m;linspace(0,tp(i),100)];

end

for i=1:250
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j=[j;linspace(0,ta(i),100)];

end

inr=(bn/2).*(vbo+vtn).^2;

ipr=(bp/2).*(vco+vtp).^2;

A=an*(2*Bn+1);

B=4*an*vtp;

C=-(vtn+vbo-vco-vtp);

to1=(B+2*A*C)/C^2;

to2=-B/C^2;

if to2>to1

to=to2;

else

to=to1;

end;

tpe=to+tp;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Precharge phase

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

for i=1:250

vtn=vtno;

vtp=vtpo;

for k=1:100

B(i,k)=4*an*vtp;

vbp(i,k)=-vtn-abs((1/2).*((A)./(m(i,k)+to)+sqrt(((A)./

(m(i,k)+to)).^2+(B(i,k))./(m(i,k)+to))));

iinp(i,k)=(bn/2).*(vtn+vbp(i,k)).^2;

vcp(i,k)=-vtp+abs((1/2).*((A)./(m(i,k)+to)-sqrt(((A)./

(m(i,k)+to)).^2+(B(i,k))./(m(i,k)+to))));

iipp(i,k)=(bp/2).*(vtp+vcp(i,k)).^2;

vtn=vtno+k1n*(sqrt(phif+(vbp(i,k)-vss))-sqrt(phif));
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vtp=vtpo-k1p*(sqrt(phif-(vcp(i,k)-vdd))-sqrt(phif));

end

Cb(i)=-(vbp(i,100)+vtn-dv-vcp(i,100)-vtp);

Ca(i)=-(vbp(i,100)+vtn+dv-vcp(i,100)-vtp);

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Time constants

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

t11=(B(:,100)'+2.*A.*Cb)./Cb.^2;

t12=-B(:,100)'./Cb.^2;

if t12>t11

t1b=t12;

else

t1b=t11;

end;

t13=(B(:,100)'+2.*A.*Ca)./Ca.^2;

t14=-B(:,100)'./Ca.^2;

if t14>t13

t1a=t14;

else

t1a=t13;

end;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Transient response

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

for i=1:250

vtn=vtno+k1n*(sqrt(phif+abs(vbp(i,100)-vss))-sqrt(phif));

vtp=vtpo-k1p*(sqrt(phif+abs(vcp(i,100)-vdd))-sqrt(phif));

for k=1:100
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B(i,k)=4*an*vtp;

vba(i,k)=-vtn+dv-abs((1/2).*((A)./(j(i,k)+t1b(i))+sqrt(((A)./

(j(i,k)+t1b(i))).^2+B(i,k)./(j(i,k)+t1b(i))+4*an*Bn*dv./

(j(i,k)+t1b(i)))));

vda(i,k)=-vtn-dv-abs((1/2).*((A)./(j(i,k)+t1a(i))+sqrt(((A)./

(j(i,k)+t1a(i))).^2+B(i,k)./(j(i,k)+t1a(i))-4*an*Bn*dv./

(j(i,k)+t1a(i)))));

ina1(i,k)=(bn/2).*(vtn+vba(i,k)-dv).^2;

ina2(i,k)=(bn/2).*(vtn+vda(i,k)+dv).^2;

vca(i,k)=-vtp+abs((1/2).*((A)./(j(i,k)+t1b(i))-sqrt(((A)./

(j(i,k)+t1b(i))).^2+(B(i,k))./(j(i,k)+t1b(i))+4*an*Bn*dv./

(j(i,k)+t1b(i)))));

vaa(i,k)=-vtp+abs((1/2).*((A)./(j(i,k)+t1a(i))-sqrt(((A)./

(j(i,k)+t1a(i))).^2+(B(i,k))./(j(i,k)+t1a(i))-4*an*Bn*dv./

(j(i,k)+t1a(i)))));

ipa2(i,k)=(bp/2).*(vtp+vca(i,k)).^2;

ipa1(i,k)=(bp/2).*(vtp+vaa(i,k)).^2;

vban(i,k)=-vtn-abs((1/2)*((A)./(j(i,k)+tpe(i))+sqrt(((A)./

(j(i,k)+tpe(i))).^2+(B(i,k))./(j(i,k)+tpe(i)))));

vcan(i,k)=-vtp+abs((1/2)*((A)./(j(i,k)+tpe(i))-sqrt(((A)./

(j(i,k)+tpe(i))).^2+(B(i,k))./(j(i,k)+tpe(i)))));

ipan(i,k)=(bp/2)*(vtp+vcan(i,k)).^2;

inan(i,k)=(bn/2)*(vtn+vban(i,k)).^2;

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Body effect

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

vtn=vtno+k1n*(sqrt(phif+(vba(i,k)-vss))-sqrt(phif));

vtp=vtpo-k1p*(sqrt(phif-(vca(i,k)-vdd))-sqrt(phif));

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Subthreshold parameters
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

if Cb(i)<=0

vba(i,k)=vban(i,k)-Cb(i)/ec+dv/ec;

vca(i,k)=vcan(i);

ina1(i,k)=0;

ipa2(i,k)=0;

end

if Ca(i)<=0

vda(i,k)=vban(i,k)-Ca(i)/ec-dv/ec;

vaa(i,k)=vcan(i);

ina1(i,k)=0;

ipa2(i,k)=0;

end

end

end

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Gain computation

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

dvd=(vda-vban);

dva=(vaa-vcan);

dvb=(vba-vban);

dvc=(vca-vcan);

db=abs(dvb(:,100)-dvc(:,100));

da=abs(dvd(:,100)-dva(:,100));

dvi=db+da;

alpha=dvi/abs(dv);

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% Display

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

semilogx(fs,alpha);
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title('Gain Magnitude Plot')

xlabel('Sample Rate (Hz)')

ylabel('Normalized Gain, alpha')

axis([1 1e9 0 2])
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